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Abst r act

Thi s docunent describes a Next Steps in Signaling (NSIS) Quality-of-
Service (QS) Mdel for networks that use the Resource Managenent in
Diffserv (RVD) concept. RMD is a technique for adding adm ssion
control and preenption function to Differentiated Services (Diffserv)
networks. The RVMD QoS Moddel allows devices external to the RVD
network to signal reservation requests to Edge nodes in the RVD
network. The RMD | ngress Edge nodes classify the inconming flows into
traffic classes and signals resource requests for the correspondi ng
traffic class along the data path to the Egress Edge nodes for each
flow Egress nodes reconstitute the original requests and continue
forwardi ng them al ong the data path towards the final destination

In addition, RVD defines notification functions to indicate overl oad
situations within the domain to the Edge nodes.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/infol/rfc5977
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1. Introduction

Thi s docunent describes a Next Steps in Signaling (NSIS) QS Mdel
for networks that use the Resource Managenent in Diffserv (RVD)
framework ([ RVD1], [RMVMD2], [RMD3], and [RVD4]). RMD adds admi ssion
control to Diffserv networks and all ows nodes external to the
networks to dynamically reserve resources within the Diffserv

donai ns.

The Quality-of-Service NSI'S Signaling Layer Protocol (QoS-NSLP)

[ RFC5974] specifies a generic protocol for carrying QS signaling
informati on end-to-end in an I P network. Each network al ong the end-
to-end path is expected to inplenent a specific QS Mdel (QOSM
specified by the QSPEC tenplate [ RFC5975] that interprets the
requests and installs the necessary nechanisns, in a manner that is
appropriate to the technology in use in the network, to ensure the
delivery of the requested QS. This docunent specifies an NSIS QoS
Model for RVD networks (RVD-QOSM, and an RMD-specific QSPEC ( RVD-
QSPEC) for expressing reservations in a suitable formfor sinple
processing by internal nodes.

They are used in conbination with the Q0S-NSLP to provi de QoS
signaling service in an RVD network. Figure 1 shows an RMD network
with the respective entities.

Statel ess or reduced-state Egr ess
I ngress RVD Nodes Node
Node (I'nterior Nodes; I-Nodes) (St ateful
(St at ef ul | | | RVD QoS
RVD QoS- NLSP | | | NSLP Node)
Node) Y Y Y
e + Data +------ + Fooem - + Fooem - + Fooem - +
EEERREE |- |- |- |- EEERREE |- R EEEEES |
| |  Flow| | | | | | | |
| I ngress| | I - Node| | I - Node| | I - Node| | Egress|
| | | | | | | | | |
D + Fomam - + Fomam - + Fomam - + Fomam - +
>
<

Si gnal i ng Fl ow
Figure 1: Actors in the RVD QOSM

Many network scenarios, such as the "Wred Part of Wrel ess Network"
scenario, which is described in Section 8.4 of [RFC3726], require
that the inpact of the used QoS signaling protocol on the network
performance should be minimzed. In such network scenarios, the
perfornmance of each network node that is used in a comunication path
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has an inpact on the end-to-end performance. As such, the end-to-end
performance of the communication path can be inproved by optim zing
the performance of the Interior nodes. One of the factors that can
contribute to this optimzation is the mninization of the QS
signaling protocol processing |oad and the m nim zation of the nunber
of states on each Interior node.

Anot her requirenent that is inposed by such network scenarios is that
whenever a severe congestion situation occurs in the network, the
used QoS signaling protocol should be able to solve them In the
case of a route change or link failure, a severe congestion situation
may occur in the network. Typically, routing algorithns are able to
adapt and change their routing decisions to reflect changes in the
topol ogy and traffic volunme. |In such situations, the rerouted
traffic will have to follow a new path. Interior nodes |ocated on
this new path may becone overl oaded, since they suddenly mi ght need
to support nore traffic than for which they have capacity. These
severe congestion situations will severely affect the overal
performance of the traffic passing through such nodes.

RVD-QOSM i s an edge-to-edge (intra-domain) QS Mdel that, in
conmbi nation with the QoS- NSLP and QSPEC specifications, is designed
to support the requirenments nentioned above:

o0 Mninmal inpact on Interior node performance;
0 Increase of scalability;
0 Ability to deal with severe congestion

Internally to the RVD network, RVD-QOSM together with QoS- NSLP

[ RFC5974] defines a scal abl e QoS signaling nodel in which per-flow
QS-NSLP and NSI'S Transport Layer Protocol (NTLP) states are not
stored in Interior nodes but per-flow signaling is performed (see
[ RFC5974]) at the Edges.

In the RVD-QOSM only routers at the Edges of a Diffserv donain
(I'ngress and Egress nodes) support the (QS-NSLP) stateful operation
see Section 4.7 of [RFC5974]. Interior nodes support either the
(Q0S-NSLP) statel ess operation or a reduced-state operation wth
coarser granularity than the Edge nodes.

After the terminology in Section 2, we give an overvi ew of RVD and

the RMD-QOSMin Section 3. This docunent specifies several RVD QOSM
QS-NSLP signaling schemes. |In particular, Section 3.2.3 identifies
whi ch conbi nati on of sections are used for the specification of each
RVMD- QOSM Q0S- NSLP si gnaling schenme. 1In Section 4 we give a detail ed
description of the RVD-QOSM including the role of QS NSIS entities
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(QNEs), the definition of the QSPEC, nmapping of QSPEC generic
paraneters onto RVD- QOSM paraneters, state nmanagenent in QNEs, and
operation and sequence of events. Section 5 discusses security

i ssues.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

The terninol ogy defined by G ST [ RFC5971] and QoS- NSLP [ RFC5974]
applies to this docunent.

In addition, the following terns are used:
NSI' S domai n: an NSI'S signal i ng- capabl e domai n.

RVMD domai n: an NSIS donmin that is capabl e of supporting the RVD QOSM
si gnal i ng and operati ons.

Edge node: a QoS-NSLP node on the boundary of some adninistrative
domai n that connects one NSIS donain to a node in either another NSIS
domai n or a non-NSI S donai n.

NSI S- awar e node: a node that is aware of NSIS signaling and RvVD- QOSM
operations, such as severe congestion detection and Differentiated
Service Code Point (DSCP) rmarKking.

NSI S-unawar e node: a node that is unaware of NSIS signaling, but is
aware of RMD- QOSM operations such as severe congestion detection and
DSCP nar ki ng.

I ngress node: an Edge node in its role in handling the traffic as it
enters the NSIS donain.

Egress node: an Edge node in its role in handling the traffic as it
| eaves the NSI'S donain

Interior node: a node in an NSIS domain that is not an Edge node.

Congestion: a tenporal network state that occurs when the traffic (or
when traffic associated with a particul ar Per-Hop Behavi or (PHB))
passing through a link is slightly higher than the capacity allocated
for the link (or allocated for the particular PHB). |If no neasures
are taken, then the traffic passing through this Iink may tenporarily
slightly degrade in QS. This type of congestion is usually sol ved
usi ng adm ssion control nechani sns.
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3.

3.

Severe congestion: the congestion situation on a particular |ink
within the RVD domain where a significant increase in its real packet
gueue situation occurs, such as when due to a link failure rerouted
traffic has to be supported by this particular l|ink

Overvi ew of RVMD and RVMD- QOSM
1. RVD

The Differentiated Services (Diffserv) architecture ([ RFC2475],

[ RFC2638]) was introduced as a result of efforts to avoid the
scalability and conplexity problens of IntServ [ RFCL633].

Scal ability is achieved by offering services on an aggregate rather

t han per-flow basis and by forcing as nmuch of the per-flow state as
possible to the Edges of the network. The service differentiation is
achi eved using the Differentiated Services (DS) field in the IP
header and the Per-Hop Behavior (PHB) as the main building bl ocks.
Packets are handled at each node according to the PHB i ndi cated by
the DS field in the nessage header

The Diffserv architecture does not specify any nmeans for devices
out side the domain to dynamically reserve resources or receive

i ndi cations of network resource availability. |In practice, service
providers rely on short active tine Service Level Agreenents (SLAs)
that statically define the paranmeters of the traffic that will be
accepted froma custoner.

RVMD was introduced as a nethod for dynam c reservation of resources
within a Diffserv domain. It describes a nethod that is able to
provi de adnission control for flows entering the domain and a
congestion handling algorithmthat is able to terninate flows in case
of congestion due to a sudden failure (e.g., link, router) within the
donai n.

In RVMD, scalability is achieved by separating a fine-grained
reservati on nechanismused in the Edge nodes of a Diffserv donain
froma nuch sinpler reservati on nechani smneeded in the Interior
nodes. Typically, it is assunmed that Edge nodes support per-flow QS

states in order to provide QoS guarantees for each flow Interior
nodes use only one aggregated reservation state per traffic class or
no states at all. |In this way, it is possible to handle |arge

numbers of flows in the Interior nodes. Furthernore, due to the
limted functionality supported by the Interior nodes, this solution
all ows fast processing of signaling nessages.

The possi ble RVD-QOSM applicabilities are described in Section 3.2.3.
Two mai n basic adm ssion control nodes are supported: reservation-
based and measurenent - based adni ssion control that can be used in
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conbination with a severe congestion-handling solution. The severe
congestion-handling solution is used in the situation that a

I i nk/ node becones severely congested due to the fact that the traffic
supported by a failed link/node is rerouted and has to be processed
by this Iink/node. Furthernore, RVD-QOSM supports both

uni di rectional and bidirectional reservations.

Anot her inportant feature of RMD-QOSMis that the intra-donain
sessions supported by the Edges can be either per-flow sessions or
per - aggregate sessions. In the case of the per-flow intra-domain
sessions, the maintained per-flow intra-domain states have a one-to-
one dependency to the per-flow end-to-end states supported by the
same Edge. In the case of the per-aggregate sessions the naintained
per-aggregate states have a one-to-many relationship to the per-fl ow
end-to-end states supported by the sanme Edge.

In the reservation-based nethod, each Interior node naintains only
one reservation state per traffic class. The Ingress Edge nodes
aggregate individual flow requests into PHB traffic classes, and
signal changes in the class reservations as necessary. The
reservation is quantified in ternms of resource units (or bandw dth).
These resources are requested dynami cally per PHB and reserved on
demand in all nodes in the comunication path froman Ingress node to
an Egress node.

The measur enent - based al gorithm continuously neasures traffic levels
and the actual avail able resources, and adnits flows whose resource
needs are within what is available at the tinme of the request. The
measur enent - based al gorithmis used to support a predictive service
where the service commitnent is somewhat |ess reliable than the
service that can be supported by the reservation-based nethod.

A main assunption that is made by such nmeasurenent-based adni ssion
control mechanisnms is that the aggregated PHB traffic passing through
an RVD Interior node is high and therefore, current measurenent
characteristics are considered to be an indicator of future |oad.
Once an adni ssion decision is nade, no record of the decision need be
kept at the Interior nodes. The advantage of measurenent-based
resource managenent protocols is that they do not require pre-
reservation state nor explicit rel ease of the reservations at the
Interior nodes. Mreover, when the user traffic is variable,
measur enent - based admi ssi on control could provide higher network
utilization than, e.g., peak-rate reservation. However, this can

i ntroduce an uncertainty in the availability of the resources. It is
i mportant to enphasize that the RVD nmeasurenent-based schenes
described in this docunent do not use any refresh procedures, since

t hese approaches are used in statel ess nodes; see Section 4.6.1.3.
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Two types of neasurenent-based adni ssion control schenes are
possi bl e:

* Congestion notification function based on probing:

This method can be used to inplenent a sinple neasurenent-based

admi ssion control within a Diffserv domain. In this scenario, the
Interior nodes are not NSIS-aware nodes. |n these Interior nodes,
threshol ds are set for the traffic belonging to different PHBs in the
nmeasur enent - based adm ssion control function. |In this scenario, an
end-to-end NSI S nessage is used as a probe packet, neaning that the
<DSCP> field in the header of the |IP packet that carries the NSI S
message i s re-marked when the predefined congestion threshold is
exceeded. Note that when the predefined congestion threshold is
exceeded, all packets are re-marked by a node, including NSIS
messages. In this way, the Edges can admit or reject flows that are
requesting resources. The frequency and duration that the congestion
| evel is above the threshold resulting in re-nmarking is tracked and
used to influence the admi ssion control decisions.

* NSI S nmeasur enent - based admi ssion control

In this case, the neasurenent-based admi ssion control functionality
is inplemented in NSIS-aware statel ess routers. The main difference
between this type of adnission control and the congestion
notification based on probing is related to the fact that this type
of admission control is applied mainly on NSI S-aware nodes. Wth the
nmeasur enent - based schene, the requested peak bandwidth of a flowis
carried by the admi ssion control request. The adm ssion decision is
considered as positive if the currently carried traffic, as
characterized by the neasured statistics, plus the requested
resources for the new fl ow exceeds the system capacity with a
probability smaller than a value al pha. O herw se, the admi ssion
decision is negative. It is inportant to enphasize that due to the
fact that the RVMD Interior nodes are statel ess, they do not store

i nformati on of previous adnission control requests.

This could lead to a situation where the adni ssion control accuracy

i s decreased when multiple sinmultaneous flows (sharing a conmon
Interior node) are requesting adm ssion control sinultaneously. By
appl yi ng neasuring techni ques, e.g., see [JaSh97] and [ G Ts03], which
use current and past information on NSIS sessions that requested
resources froman NSIS-aware |Interior node, the decrease in adm ssion
control accuracy can be linmted. RWVD describes the follow ng
procedur es:
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* classification of an individual resource reservation or a resource
query into Per-Hop Behavior (PHB) groups at the Ingress node of the
donai n,

* hop- by-hop adm ssion control based on a PHB within the domain.
There are two possi bl e nodes of operation for internal nodes to
admt requests. One node is the statel ess or neasurenent-based
node, where the resources within the donmain are queried. Another
node of operation is the reduced-state reservation or reservation-
based node, where the resources within the donmain are reserved

* a method to forward the original requests across the domain up to
the Egress node and beyond.

* a congestion-control algorithmthat notifies the Egress Edge nodes
about congestion. It is able to term nate the appropriate nunber
of flows in the case a of congestion due to a sudden failure (e.qg.
link or router failure) within the donain.

3.2. Basic Features of RVD QOSM
3.2.1. Role of the QNEs

The protocol nodel of the RVD-QOSMis shown in Figure 2. The figure
shows Q@S NSIS initiator (QNI) and QoS NSIS Recei ver (Q\NR) nodes, not
part of the RVD network, that are the ultinmate initiator and receiver
of the QoS reservation requests. It also shows QNE nodes that are
the I ngress and Egress nodes in the RVD domain (QNE | ngress and QNE
Egress), and QNE nodes that are Interior nodes (QN\E Interior).

Al'l nodes of the RVD donmin are usually QoS- NSLP-aware nodes.

However, in the scenari os where the congestion notification function
based on probing is used, then the Interior nodes are not NSIS aware.
Edge nodes store and maintain QS-NSLP and NTLP states and therefore
are stateful nodes. The NSIS-aware Interior nodes are NTLP

statel ess. Furthernore, they are either QoS-NSLP stateless (for NSI'S
measur enent - based operation) or reduced-state nodes storing per PHB
aggregated QoS-NSLP states (for reservation-based operation).

Note that the RVMD domain MAY contain Interior nodes that are not
NSI S- awar e nodes (not shown in the figure).

These nodes are assuned to have sufficient capacity for flows that

m ght be adnitted. Furthernore, sonme of these NSIS-unaware nodes NAY
be used for neasuring the traffic congestion level on the data path.
These neasurenments can be used by RVD-QOSM in the congestion contro
based on probing operation and/ or severe congestion operation (see
Section 4.6.1.6).
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| e2e |<->| e2e | <-------miiiiaooaaaooo- > e2e |<->| e2e |
| @S | | QS | | @S | | QS |
| I EEEEEEE | |------ I EEEEE |
| R I R D RS R | |
| | | local |<-> local |<-> local |<-> |ocal| | |
AT T Tt O A T A O B
| NSLP | | NSLP | | NSLP | | NSLP | | NSLP | | NSLP |
| st.ful] | st.ful | | st.less/ | st.less/ | st.ful] | st.ful]
I I | | | red. st. | | red. st. | | | I I

| NTLP [<->| NTLP |<->| NTLP |<->| NTLP |<->| NTLP |<->|NTLP |

| st.ful]| | st.ful | | st.less| | st.less| | st.ful]| | st.ful]|

|- IR IR IR I I |
QNI QNE QNE QNE QNE QAR

(End) (I ngress) (Interior) (Interior) (Egress) (End)

st.ful: stateful, st.l|less: statel ess
st.less red.st.: stateless or reduced-state

Fi gure 2: Protocol nodel of stateless/reduced-state operation
. 2. RVD- QOSM QoS- NSLP Signal i ng

The basi ¢ RVD- QOSM QoS- NSLP signaling is shown in Figure 3. The
signaling scenarios are acconplished using the QoS-NSLP processing
rules defined in [ RFC5974], in conbination with the Resource
Managenment Function (RMF) triggers sent via the QoS- NSLP-RMF API
described in [ RFC5974].

Due to the fact that within the RVD domain a QoS Mddel that is
different than the end-to-end QS Mdel applied at the Edges of the
RVMD domai n can be supported, the RVD Interior node reduced-state
reservati ons can be updated independently of the per-flow end-to-end
reservations (see Section 4.7 of [RFC5974]). Therefore, two

di fferent RESERVE nessages are used within the RVD domain. One
RESERVE nessage that is associated with the per-flow end-to-end
reservations and is used by the Edges of the RVD donmain and one that
is associated with the reduced-state reservations within the RVD
domai n.

A RESERVE nessage is created by a QNI with an Initiator QSPEC
describing the reservation and forwarded al ong the path towards the

QAR
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When the origi nal RESERVE nessage arrives at the |Ingress node, an
RVMD- QGSPEC i s constructed based on the initial QSPEC in the nessage
(usually the Initiator QGSPEC). The RVMD-QSPEC is sent in a intra-
domai n, independent RESERVE nessage through the Interior nodes
towards the QNR This intra-domai n RESERVE nessage uses the G ST

dat agram si gnal i ng nechanism Note that the RVD-QOSM cannot directly
specify that the @ ST Dat agram node SHOULD be used. This can however

be notified by using the G ST APl Transfer-Attributes, such as
unreliable, Iowlevel of security and use of |ocal policy.

Meanwhi | e, the original RESERVE nessage is sent to the Egress node on

the path to the QNR using the reliable transport node of NTLP. Each
QS-NSLP node on the data path processes the intra-domai n RESERVE
nmessage and checks the availability of resources with either the
reservati on-based or the neasurenent-based met hod.

QNE I ngress ONE Interior ONE Interior QONE Egress

NTLP stateful NTLP stateless NILP stateless NILP stat eful
| | | |

RESERVE | | | |

-------- >| RESERVE | | |

o ﬂ
| RESERVE | |
RS > | |
| | RESERVE |
| R >| |
| | | RESERVE
| | oo >|
| | | RESPONSE’
IS e e +
| | | | RESERVE
| | | oo >
| | | | RESPONSE
| | | | <--eee
| | | RESPONSE
IS e e +

RESPONSE]| | | |

SRR | | | |

Figure 3: Sender-initiated reservation with reduced-state
Interior nodes

When t he nessage reaches the Egress node, and the reservation is
successful in each Interior node, an intra-domain (local) RESPONSE
is sent towards the Ingress node and the original (end-to-end)
RESERVE nessage is forwarded to the next domain. Wen the Egress
node recei ves a RESPONSE nessage fromthe downstreamend, it is
forwarded directly to the Ingress node.
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If an internedi ate node cannot acconmpdate the new request, it

i ndicates this by marking a single bit in the message, and continues
forwardi ng the nessage until the Egress node is reached. Fromthe
Egress node, an intra-domain RESPONSE' and an ori gi nal RESPONSE
message are sent directly to the Ingress node.

As a consequence, in the statel ess/reduced-state donmai n only sender-
initiated reservations can be perforned and functions requiring per-
flow NTLP or QoS-NSLP states, |ike summary and reduced refreshes,
cannot be used. |If per-flow identification is needed, i.e.
associating the flow IDs for the reserved resources, Edge nodes act
on behal f of Interior nodes.

3.2.3. RVD-QOSM Applicability and Considerations

The RVMD-QOSM is a Diffserv-based bandw dt h managenent net hodol ogy
that is not able to provide a full Diffserv support. The reason for
this is that the RVD- Q0OSM concept can only support the (Expedited
Forwardi ng) EF-1ike functionality behavior, but is not able to
support the full set of (Assured Forwarding) AF-like functionality.
The bandwi dth informati on REQUI RED by the EF-like functionality
behavi or can be supported by RVD- QOSM carryi ng the bandw dth
information in the <QS Desired> paranmeter (see [RFC5975]). The ful
set of (Assured Forwarding) AF-like functionality requires
information that is specified in two token buckets. The RVD-QOSM i s
not supporting the use of two token buckets and therefore, it is not
able to support the full set of AF-functionality. Note however, that
RVMD- QOSM coul d al so support a single AF PHB, when the traffic or the
upper limt of the traffic can be characterized by a single bandw dth
paraneter. Mbreover, it is considered that in case of tunneling, the
RVMD- QOSM supports only the uniformtunneling node for Diffserv (see

[ RFC2983]) .

The RVD domai n MUST be engi neered in such a way that each QNE | ngress
mai ntai ns i nformati on about the snmallest MIU that is supported on the
l'inks within the RVD donain.

A very inportant consideration on using RMD-QOSMis that within one
RVD domai n only one of the foll owi ng RVD- QOSM schenmes can be used at
a tine. Thus, an RMVMD router can never process and use two different
RVMD- QOSM si gnal i ng schenes at the sane tine.

However, all RVMD QNEs supporting this specification MUST support the
conbi nation of the "per-flow RVD reservation-based" and the "severe
congestion handling by proportional data packet narking" schene. |If
the RVD QNEs support nore RVD- QOSM schenes, then the operator of that
RVMD domai n MUST preconfigure all the Q\NE Edge nodes wi thin one donmain
such that the <SCH> field included in the "PHR contai ner" (Section
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4.1.2) and the "PDR Container" (Section 4.1.3) will always use the
sane val ue, such that within one RVD domain only one of the bel ow
descri bed RVMD- QOSM schenes is used at a tine.

The congestion situations (see Section 2) are solved using an

adm ssion control nechanism e.g., "per-flow congestion notification
based on probing"”, while the severe congestion situations (see
Section 2), are solved using the severe congestion handling

mechani sms, e.g., "severe congestion handling by proportional data
packet marking".

The RVD dormai n MUST be engi neered in such a way that RVD QOSM
messages could be transported using the G ST Query and DATA nessages
in Qnode; see [ RFC5971]. This nmeans that the Path MU MJUST be

engi neered in such a way that the RVD QOSM nessage are transported

wi t hout fragmentation. Furthernore, the RVD domain MUST be

engi neered in such a way to guarantee capacity for the G ST Query and
Data nessages in Qnode, within the rate control linmts inposed by

G ST; see [RFC5971].

The RVD dormain has to be configured such that the A ST context-free
flag (C-flag) MJST be set (C=1) for QUERY nessages and DATA nessages
sent in Q node; see [ RFC5971].

Mor eover, the sanme depl oynment issues and extensibility considerations
described in [ RFC5971] and [ RFC5978] apply to this docunent.

It is inmportant to note that the concepts described in Sections
4.6.1.6.2, 4.6.2.5.2, 4.6.1.6.2, and 4.6.2.5.2 contributed to the PCN
WG st andar di zati on

The avail abl e RVMD- QOSM QoS- NSLP si gnal i ng schenes are

* "per-flow congestion notification based on probing" (see Sections
4.3.2, 4.6.1.7, and 4.6.2.6). Note that this schene uses, for
severe congestion handling, the "severe congestion handling by
proportional data packet marking" (see Sections 4.6.1.6.2 and
4.6.2.5.2). Furthernore, the Interior nodes are considered to be
D ffserv aware, but NSI S-unaware nodes (see Section 4.3.2).

* "per-flow RVD NSI S neasurenent - based adm ssion control" (see
Sections 4.3.2, 4.6.1, and 4.6.2). Note that this schene uses, for
severe congestion handling, the "severe congestion handling by
proportional data packet marking" (see Sections 4.6.1.6.2 and
4.6.2.5.2). Furthernore, the Interior nodes are considered to be
NSI S- awar e nodes (see Section 4.3.2).
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4.

* "per-flow RVD reservation-based" in conbination with the "severe

congestion handling by the RVD-QOSM refresh" procedure (see
Sections 4.3.3, 4.6.1, 4.6.1.6.1, and 4.6.2.5.1). Note that this
schene uses, for severe congestion handling, the "severe congestion
handl i ng by the RVD- QOSM refresh” procedure (see Sections 4.6.1.6.1
and 4.6.2.5.1). Furthernore, the intra-donain sessions supported
by the Edge nodes are per-flow sessions (see Section 4.3.3).

"per-flow RVD reservation-based" in conbination with the "severe

t he congestion handling by proportional data packet marking"
procedure (see Sections 4.3.3, 4.6.1, 4.6.1.6.2, and 4.6.2.5.2).
Note that this schenme uses, for severe congestion handling, the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.6.1.6.2 and 4.6.2.5.2). Furthernore, the
i ntra-domai n sessions supported by the Edge nodes are per-fl ow
sessions (see Section 4.3.3).

"per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh" procedure (see
Sections 4.3.1, 4.6.1, 4.6.1.6.1, and 4.6.2.5.1). Note that this
scheme uses, for severe congestion handling, the "severe congestion
handl i ng by the RVD- QOSM refresh" procedure (see Sections 4.6.1.6.1
and 4.6.2.5.1). Furthernore, the intra-domain sessions supported
by the Edge nodes are per-aggregate sessions (see Section 4.3.1).
Mor eover, this scheme can be considered to be a reservation-based
scheme, since the RVD Interior nodes are reduced-state nodes, i.e.
they do not store NTLP/d ST states, but they do store per PHB-
aggregated QoS- NSLP reservation states.

"per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.3.1, 4.6.1, 4.6.1.6.2, and 4.6.2.5.2).
Note that this scheme uses, for severe congestion handling, the
"severe congestion handling by proportional data packet narking"
procedure (see Sections 4.6.1.6.2 and 4.6.2.5.2). Furthernore, the
i ntra-domai n sessions supported by the Edge nodes are per-aggregate
sessions (see Section 4.3.1). Moreover, this schene can be
considered to be a reservation-based schene, since the RVD Interior
nodes are reduced-state nodes, i.e., they do not store NILP/ G ST
states, but they do store per PHB-aggregated QoS-NSLP reservation
st at es.

RVD- QOSM Det ai | ed Descri ption

This section describes the RMD-QOSMin nore detail. |In particular

it defines the role of statel ess and reduced-state QNEs, the RVD QOSM
QSPEC (bj ect, the format of the RVD- QOSM QoS- NSLP nessages, and how
QSPECs are processed and used in different protocol operations.
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4.1. RVD- QSPEC Definition

The RVD- QOSM uses the QSPEC format specified in [ RFC5975]. The
Initiator/Local QSPEC bit, i.e., <I>is set to "Local" (i.e., "1")
and the <@SPEC Proc> is set as foll ows:

* Message Sequence = 0: Sender initiated
* (bj ect conbination = 0: <QS Desired> for RESERVE and
<QoS Reserved> for RESPONSE

The <QSPEC Version> used by RMD-QOSMis the default version, i.e.
"0", see [RFC5975]. The <QSPEC Type> val ue used by the RMD-QOSM i s
specified in [RFC5975] and is equal to "2". The <Traffic Handling
Directives> contains the follow ng fields:

<Traffic Handling Directives> = <PHR cont ai ner> <PDR cont ai ner >

The Per-Hop Reservation container (PHR container) and the Per-Donain
Reservation contai ner (PDR container) are specified in Sections 4.1.2
and 4.1.3, respectively. The <PHR container> contains the traffic
handl ing directives for intra-domain conmunication and reservation
The <PDR contai ner> contains additional traffic handling directives
that are needed for edge-to-edge conmunication. The paraneter |Ds
used by the <PHR contai ner> and <PDR contai ner> are assi gned by | ANA
see Section 6.

The RVD- QOSM <QoS Desired> and <QS Reserved>, are specified in
Section 4.1.1. The RVMD QOSM <QoS Desired> and <QS Reserved> and the
<PHR cont ai ner> are used and processed by the Edge and Interior

nodes. The <PDR container> field is only processed by Edge nodes.

4.1.1. RVD- QOSM <QoS Desired> and <QS Reserved>

The RESERVE nessage contains only the <QoS Desired> object [RFC5975].
The <QoS Reserved> object is carried by the RESPONSE nessage.

In RMD-QOSM the <QoS Desired> and <QS Reserved> objects contain the
foll owi ng paraneters

<QoS Desired> = <TMOD- 1> <PHB Cl ass> <Adm ssion Priority>
<QS Reserved> = <TMOD- 1> <PHB C ass> <Admi ssion Priority>

The bit fornmat of the <PHB Cl ass> (see [ RFC5975] and Figures 4 and 5)

and <Adnission Priority> conplies with the bit format specified in
[ RFC5975] .
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Note that for the RVD-QOSM a reservation established w thout an
<Admi ssion Priority> paraneter is equivalent to a reservation
established with an <Adnission Priority> whose value is 1.

0 1

0123456789012345
I
| DSCP [O0O0O0O0O0O0O0 XO
S

Fi gure 4: DSCP paraneter

0 1

0123456789012345
e T S T S S S ek &
| PHB | D code |0 0 X X|
e e

Figure 5: PHB I D Code paraneter
4.1.2. PHR Cont ai ner

This section describes the paraneters used by the PHR contai ner,
which are used by the RVMD-QOSM functionality available at the
I nterior nodes.

<PHR cont ai ner> = <G> <K> <S> <Mr, <Adnitted Hops>, <B> <Hop_U> <Tine
Lag> <SCH> <Max Adm tted Hops>

The bit format of the PHR container can be seen in Figure 6. Note
that in Figure 6 <Hop_U> is represented as <U>. Furthernore, in
Figure 6, <Max Adnitted Hops> is represented as <Max Adm Hops>.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
IME NTr| Paraneter ID [r|ir]r]r] 2 |
B o T T S e i i Sl NI S e S et ol mt ST T S i S S
|SIM Adnitted Hops|BJU Tinme Lag | O K| SCH | |
+- +
|
+

B e i T e S R R e s ik i T T R e S e S S S R i T =
Max Adm Hops | |
B e i T o e R S i I TR S T i ol ot SR S e S e S S e i o o

Fi gure 6: PHR cont ai ner

Paranmeter ID: 12-bit field, indicating the PHR type:
PHR Resour ce_Request, PHR Rel ease_Request, PHR Refresh_Update.
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"PHR Resource_Request" (Parameter ID = 17): initiate or update the
traffic class reservation state on all nodes |ocated on the
conmuni cati on path between the QNE(Ingress) and QNE( Egress) nodes.

"PHR_Rel ease_Request" (Paraneter 1D = 18): explicitly rel ease, by
subtraction, the reserved resources for a particular flow froma
traffic class reservation state.

"PHR_Refresh_Update" (Paraneter ID = 19): refresh the traffic class
reservation soft state on all nodes |ocated on the comunication path
bet ween the QNE(I ngress) and QNE(Egress) nodes according to a
resource reservation request that was successfully processed during a
previ ous refresh period.

<S> (Severe Congestion): 1 bit. 1In the case of a route change,
ref reshi ng RESERVE nessages foll ow the new data path, and hence
resources are requested there. |If the resources are not sufficient

to accommopdate the new traffic, severe congestion occurs. Severe
congested Interior nodes SHOULD notify Edge QNEs about the congestion
by setting the <S> bit.

<G> (Overload): 1 bit. This field is used during the severe
congestion handling schene that is using the RVD-QOSM refresh
procedure. This bit is set when an overload on a QNE Interior node
is detected and when this field is carried by the
"PHR_Refresh_Update" container. <O> SHOULD be set to"1" if the <S>
bit is set. For nore details, see Section 4.6.1.6.1.

<M>: 1 bit. 1In the case of unsuccessful resource reservation or
resource query in an Interior QNE, this QNE sets the <M> bit in order
to notify the Egress QNE

<Adnitted Hops>: 8-bit field. The <Adnmitted Hops> counts the nunber
of hops in the RVD domai n where the reservati on was successful. The
<Admitted Hops> is set to "0" when a RESERVE nessage enters a domain
and it MJST be increnented by each Interior QNE, provided that the
<Hop_U> bit is not set. However, when a Q\E that does not have

suf ficient resources to adnit the reservation is reached, the <M> bit
is set, and the <Adnitted Hops> value is frozen, by setting the
<Hop_U> bit to "1". Note that the <Adnitted Hops> paraneter in
conmbination with the <Max Admtted Hops> and <K> paraneters are used
during the RVD partial release procedures (see Section 4.6.1.5.2).

<Hop_U> (NSLP_Hops unset): 1 bit. The QNE(Ingress) node MJST set the
<Hop_U> paraneter to 0. This parameter SHOULD be set to "1" by a
node when the node does not increase the <Adnitted Hops> value. This
is the case when an RVD- QOSM r eservati on-based node is not admitting
the reservation request. Wien <Hop U> is set to "1", the <Adnitted
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Hops> SHOULD NOT be changed. Note that this flag, in conbination
with the <Adnmitted Hops> flag, are used to | ocate the |last node that
successfully processed a reservation request (see Section 4.6.1.2).

<B>: 1 bit. Wien set to "1", it indicates a bidirectiona
reservation.

<Time Lag>. It represents the ratio between the "T Lag" paraneter,
which is the tinme difference between the departure tinme of the Iast
sent "PHR Refresh_Update" control information container and the
departure tinme of the "PHR Rel ease_Request” control information
container, and the length of the refresh period, "T period", see
Section 4.6.1.5.

<K>: 1 bit. When set to "1", it indicates that the
resour ces/ bandwi dth carried by a teari ng RESERVE MJUST NOT be
rel eased, and the resources/bandw dth carried by a non-tearing
RESERVE MUST NOT be reserved/refreshed. For nore details, see
Section 4.6.1.5.2.

<Max Adnmitted Hops>: 8 bits. The <Adnitted Hops> val ue that has been
carried by the <PHR container> field used to identify the RVD
reservati on-based node that admtted or processed a

"PHR_Resour ce_Request".

<SCH>: 3 bits. The <SCH> value that is used to specify which of the
6 RVD- QOSM scenarios (see Section 3.2.3) MJIST be used within the RVD
domain. The operator of an RVD domai n MJUST preconfigure all the QNE
Edge nodes within one domain such that the <SCH> field included in
the "PHR container”, will always use the sanme val ue, such that within
one RVMD donai n only one of the bel ow descri bed RVD- QOSM schenes can
be used at a tine. Al the Q\E Interior nodes MIST interpret this
field before processing any other PHR container payload fields. The
currently defined <SCH> val ues are:

o O: RVMD- QOSM schene MUST be "per-fl ow congestion notification
based on probi ng"

o 1: RVMD- QOSM schene MUST be "per-fl ow RVD NSI S neasur enent -
based admi ssion control ",

o 2 RVMD- QOSM schene MUST be "per-flow RVD reservation-based" in
conbination with the "severe congestion handling by the
RVMD- QOSM r ef resh" procedure

o 3: RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in

conmbination with the "severe congestion handling by
proportional data packet marking" procedure;
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o 4 RVMD- QOSM schene MUST be "per-aggregate RVD reservati on-
based" in conbination with the "severe congestion handling
by the RVD-QOSM refresh" procedure;

o 5 RMD- QOSM schene MUST be "per-aggregate RVD reservati on-
based" in conbination with the "severe congestion handling
by proportional data packet narking" procedure;

0o 6 - 7: reserved.

The default value of the <SCH> field MIUST be set to the val ue equal
to 3.

4.1. 3. PDR Cont ai ner

This section describes the paraneters of the PDR container, which are
used by the RVD-QOSM functionality available at the Edge nodes.

The bit fornmat of the PDR container can be seen in Figure 7.

<PDR contai ner> = <O <S> <Mm
<Max Adnitted Hops> <B> <SCH> [ <PDR Bandwi dt h>]

In Figure 7, note that <Max Adnmitted Hops> is represented as <Max Adm
Hops>.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
IMEIN ]| Paraneter |ID [r]rfr]r] 2 |
T e i i i i e e s o i N SR S
|SIM Max Adm Hops |B|Q SCH | EMPTY |
T T e i e S e e e c b o T SR R SR
| PDR Bandwi dt h(32-bit | EEE floating point. nunmber) |
B T e o i S I i i S S N iy St S I S S

Fi gure 7: PDR contai ner

Paraneter I D 12-bit field identifying the type of <PDR contai ner>
field.

"PDR_Reservation_Request" (Paraneter ID = 20): generated by the

QNE(I ngress) node in order to initiate or update the QS NSLP per-
domai n reservation state in the QNE(Egress) node.
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"PDR_Refresh_Request" (Paraneter 1D = 21): generated by the
QNE( I ngress) node and sent to the QNE(Egress) node to refresh, in
case needed, the QoS-NSLP per-domain reservation states located in
t he QNE(Egress) node.

"PDR_Rel ease_Request" (Paraneter 1D = 22): generated and sent by the
NE(I ngress) node to the QNE(Egress) node to rel ease the per-donain
reservation states explicitly.

"PDR_Reservation_Report" (Paraneter ID = 23): generated and sent by
the QNE(Egress) node to the QNE(Ingress) node to report that a

"PHR _Resour ce_Request" and a "PDR Reservation_Request" traffic
handl i ng directive field have been received and that the request has
been adnmitted or rejected.

"PDR_Refresh_Report" (Paranmeter ID = 24) generated and sent by the
ONE( Egress) node in case needed, to the QNE(Ingress) node to report
that a "PHR Refresh_Update" traffic handling directive field has been
recei ved and has been processed.

"PDR_Rel ease_Report" (Paraneter | D = 25) generated and sent by the
ONE( Egress) node in case needed, to the QNE(Ingress) node to report
that a "PHR Rel ease_Request" and a "PDR _Rel ease_Request” traffic
handling directive field have been received and have been processed.

"PDR _Congestion_Report" (Paraneter ID = 26): generated and sent by
the QNE(Egress) node to the QNE(Ingress) node and used for congestion
notification.

<S> (PDR Severe Congestion): 1 bit. Specifies if a severe congestion
situation occurred. It can also carry the <S> paraneter of the
<PHR _Resour ce_Request > or <PHR Refresh_Update> fi el ds.

<G> (Overload): 1 bit. This field is used during the severe
congestion handling schene that is using the RVD-QOSM refresh
procedure. This bit is set when an overload on a QNE Interior node
is detected and when this field is carried by the

"PDR _Congestion_Report" container. <O> SHOULD be set to "1" if the
<S> bit is set. For nore details, see Section 4.6.1.6.1.

<M> (PDR Marked): 1 bit. Carries the <M> value of the
"PHR _Resour ce_Request" or "PHR Refresh_Update" traffic handling
directive field.

<B>: 1 bit. Indicates bidirectional reservation
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<Max Adnmitted Hops>: 8 bits. The <Admitted Hops> val ue that has been
carried by the <PHR container> field used to identify the RVD
reservati on-based node that admitted or processed a

"PHR _Resource_Request".

<PDR Bandwi dt h>: 32 bits. This field specifies the bandw dth that
either applies when the <B> flag is set to "1" and when this
paraneter is carried by a RESPONSE nessage or when a severe
congestion occurs and the QNE Edges mmintain an aggregated intra-
domai n QoS- NSLP operational state and it is carried by a NOTIFY
message. In the situation that the <B> flag is set to "1", this
paraneter specifies the requested bandwi dth that has to be reserved
by a node in the reverse direction and when the intra-donain
signaling procedures require a bidirectional reservation procedure.
In the severe congestion situation, this paraneter specifies the
bandwi dth that has to be rel eased

<SCH>: 3 bits. The <SCH> value that is used to specify which of the
6 RVD scenarios (see Section 3.2.3) MJST be used within the RVD
domain. The operator of an RVD domain MUST preconfigure all the QNE
Edge nodes within one domain such that the <SCH> field included in
the "PDR container”, will always use the same val ue, such that within
one RVMD domain only one of the bel ow descri bed RVD- QOSM schenes can
be used at atine. Al the QNE Interior nodes MIST interpret this
field before processing any other <PDR contai ner> payload fi el ds.

The currently defined <SCH> val ues are:

o O RVMD- QOSM schene MUST be "per-fl ow congestion notification
based on probing"

o 1: RVMD- QOSM schene MUST be "per-fl ow RVD NSI S neasur enent -
based adm ssion control";

o 2 RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in
conmbination with the "severe congestion handling by the
RVD- QOSM r ef resh" procedure

o 3: RVMD- QOSM schene MUST be "per-flow RVMD reservation-based" in
conmbination with the "severe congestion handling by
proportional data packet marking" procedure;

o 4 RVMD- QOSM schene MUST be "per-aggregate RVD reservation-
based" in conbination with the "severe congestion handling
by the RVD-QOSM refresh" procedure

o 5 RVMD- QOSM schene MUST be "per-aggregate RMVD reservati on-

based" in conbination with the "severe congestion handling
by proportional data packet narking" procedure;
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0 6 - 7: reserved.

The default value of the <SCH> field MIST be set to the val ue equa
to 3.

4.2. Message Fornmat

The format of the nmessages used by the RVD-QOSM conplies with the
QS-NSLP and QSPEC tenpl ate specifications. The QSPEC used by RVD
QOSM i s denoted in this docunent as RVMD- QGSPEC and is described in
Section 4. 1.

4.3. RMD Node State Managenent

The QoS- NSLP state creation and managenent is specified in [ RFC5974].
This section describes the state creati on and nmanagenent functions of
t he Resource Managenent Function (RWVF) in the RVD nodes

4.3.1. Aggregated Operational and Reservation States at the QNE Edges

The QN\E Edges nmamintain both the intra-domain QS-NSLP operational and
reservation states, while the QNE Interior nodes nmaintain only
reservation states. The structure of the intra-domai n QoS- NSLP
operational state used by the QNE Edges is specified in [ RFC5974].

In this case, the intra-donain sessions supported by the Edges are
per - aggregate sessions that have a one-to-many relationship to the
per-flow end-to-end states supported by the sane Edge.

Note that the nmethod of selecting the end-to-end sessions that form
an aggregate is not specified in this docunent. An exanple of how
this can be acconplished is by nonitoring the G ST routing states
used by the end-to-end sessions and grouping the ones that use the
same <PHB C ass>, NE Ingress and QNE Egress addresses, and the val ue
of the priority level. Note that this priority |evel should be
deduced fromthe priority paraneters carried by the initial QSPEC

obj ect.

The operational state of this aggregated intra-donmain session MJST
contain a list with BOUND SESSI ON- | Ds.

The structure of the |list depends on whether a unidirectiona
reservation or a bidirectional reservation is supported.

When the operational state (at QNE I ngress and QNE Egress) supports
unidirectional reservations, then this state MJUST contain a list with
BOUND- SESSI ON- 1 Ds nai nt ai ni ng the <SESSI ON-1D> val ues of its bound
end-to-end sessions. The Bi nding_Code associated with this BOUND
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SESSION-ID is set to code (Aggregated sessions). Thus, the
operational state maintains a |ist of BOUND-SESSION-1D entries. Each
entry is created when an end-to-end session joins the aggregated

i ntra-domai n session and is renobved when an end-to-end session | eaves
t he aggregate.

It is inportant to enphasize that, in this case, the operationa
state (at QNE Ingress and QNE Egress) that is naintained by each end-
to-end session bound to the aggregated intra-domain session MIST
contain in the BOUND- SESSI ON-1 D, the <SESSI ON-1 D> val ue of the bound
tunnel ed intra-domain (aggregate) session. The Bi ndi ng_Code
associated with this BOUND-SESSION-ID is set to code (Aggregated
sessi ons).

When the operational state (at QNE I ngress and QNE Egress) supports

bi directional reservations, the operational state MJST contain a |ist
of BOUND- SESSI ON-1 D sets. Each set contains two BOUND- SESSI ON- | Ds.
One of the BOUND SESSI ON-I Ds mnmi ntai ns the <SESSI ON-1D> val ue of one
of bound end-to-end session. The Binding Code associated with this
BOUND- SESSION-1D is set to code (Aggregated sessions). Another

BOUND- SESSION-1D, within the sane set entry, maintains the SESSION-ID
of the bidirectional bound end-to-end session. The Binding_Code
associated with this BOUND-SESSION-ID is set to code (Bidirectiona
sessi ons).

Note that, in each set, a one-to-one relation exists between each
BOUND- SESSI ON-1 D wi t h Bi ndi ng_Code set to (Aggregate sessions) and
each BOUND- SESSION-ID wi th Bi ndi ng_Code set to (bidirectiona
sessions). Each set is created when an end-to-end session joins the
aggregat ed operational state and is renoved when an end-to-end
session | eaves the aggregated operational state.

It is inmportant to enphasize that, in this case, the operationa

state (at QNE Ingress and Q\NE Egress) that is maintai ned by each end-
to-end session bound to the aggregated intra-domain session it MJST
contain two types of BOUND-SESSION-IDs. One is the BOUND SESSI ON- 1 D
that MJUST contain the <SESSI ON-| D> val ue of the bound tunnel ed
aggregated intra-donmain session that is using the Binding Code set to
(Aggregat ed sessions). The other BOUND- SESSI ON-1D nmintains the
SESSI ON-1 D of the bound bidirectional end-to-end session. The

Bi ndi ng_Code associated with this BOUND-SESSION-1D is set to code
(Bidirectional sessions).

When the QNE Edges use aggregated QoS- NSLP reservation states, then
the <PHB C ass> val ue and the size of the aggregated reservation
e.g., reserved bandwi dth, have to be maintained. Note that this type
of aggregation is an edge-to-edge aggregation and is simlar to the
aggregation type specified in [ RFC3175].
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The size of the aggregated reservations needs to be greater or equa
to the sum of bandwi dth of the inter-domain (end-to-end)
reservations/sessions it aggregates (e.g., see Section 1.4.4 of

[ RFC3175]) .

A policy can be used to maintain the anount of REQUI RED bandwi dth on
a given aggregated reservation by taking into account the sum of the
underlying inter-donmain (end-to-end) reservations, while endeavoring
to change reservation less frequently. This MAY require a trend
analysis. |If there is a significant probability that in the next
interval of time the current aggregated reservation is exhausted, the
I ngress router MJUST predict the necessary bandw dth and request it.

If the Ingress router has a significant amount of bandw dth reserved,
but has very little probability of using it, the policy MAY predict
the anmount of bandw dth REQUI RED and rel ease the excess. To increase
or decrease the aggregate, the RVD nodification procedures SHOULD be
used (see Section 4.6.1.4).

The QNE Interior nodes are reduced-state nodes, i.e., they do not
store NTLP/ A ST states, but they do store per PHB-aggregated QoS- NSLP
reservation states. These reservation states are maintai ned and
refreshed in the same way as described in Section 4.3.3.

4,.3.2. Measurenent - Based Met hod

The OQNE Edges maintain per-flow intra-domain QoS-NSLP operational and
reservation states that contain simlar data structures as those
described in Section 4.3.1. The main difference is associated with
the different types of the used Message-Routing-Information (M) and
t he bound end-to-end sessions. The structure of the naintained
BOUND- SESSI ON- | Ds depends on whether a unidirectional reservation or
a bidirectional reservation is supported.

When uni directional reservations are supported, the operational state
associated with this per-flow intra-domain session MJIST contain in
the BOUND- SESSI ON-I D t he <SESSI ON-|I D> val ue of its bound end-to-end
session. The Binding Code associated with this BOUND-SESSION-1D i s
set to code (Tunnel ed and end-to-end sessions).

When bidirectional reservations are supported, the operational state
(at ONE Ingress and QNE Egress) MJST contain two types of BOUND-
SESSION-1Ds. One is the BOUND- SESSI ON-1D that nmaintains the
<SESSI ON- | D> val ue of the bound tunnel ed per-flow intra-donmain
session. The Binding Code associated with this BOUND-SESSION-1D i s
set to code (Tunnel ed and end-to-end sessions).
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The ot her BOUND- SESSI ON-I D mai ntains the SESSION-ID of the bound
bidirectional end-to-end session. The Binding_Code associated with
this BOUND-SESSION-1D is set to code (Bidirectional sessions).

Furthernore, the QoS-NSLP reservation state naintains the <PHB Cl ass>
val ue, the value of the bandw dth requested by the end-to-end session
bound to the intra-domain session, and the value of the priority

| evel

The neasur enent - based nethod can be classified in two schenes:
* Congestion notification based on probing:

In this schene, the Interior nodes are Diffserv-aware but not NSIS-
aware nodes. Each Interior node counts the bandwi dth that is used by
each PHB traffic class. This counter value is stored in an RvVD _QOSM
state. For each PHB traffic class, a predefined congestion
notification threshold is set. The predefined congestion
notification threshold is set according to an engi neered bandwi dth
limtation based, e.g., on a Service Level Agreenent or a capacity
limtation of specific links. The threshold is usually less than the
capacity limt, i.e., admission threshold, in order to avoid
congestion due to the error of estimating the actual traffic |oad.
The val ue of this threshold SHOULD be stored in another RVD QOSM

st at e.

In this scenario, an end-to-end NSI'S nessage is used as a probe

packet. In this case, the <DSCP> field of the G ST nessage is re-
mar ked when the predefined congestion notification threshold is
exceeded in an Interior node. It is required that the re-marking

happens to all packets that belong to the congested PHB traffic class
so that the probe can't pass the congested router without being re-
marked. In this way, it is ensured that the end-to-end NSI S nessage
passed through the node that is congested. This feature is very
useful when fl ow based ECMP (Equal Cost Miultiple Path) routing is
used to detect only flows that are passing through the congested
node.

* NSI S nmeasur enent - based admi ssion control

The measur enent - based adm ssion control is inplenented i n NSIS-aware
statel ess routers. Thus, the main difference between this type of

t he measur enent - based admi ssion control and the congestion
notification-based admi ssion control is the fact that the Interior
nodes are NSIS-aware nodes. |In particular, the ONE Interior nodes
operating in NSIS nmeasurenent - based node are QoS-NSLP statel ess
nodes, i.e., they do not support any QoS-NSLP or NTLP/ G ST st ates.
These neasurenent - based nodes store two RVD- QOSM st ates per PHR
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group. These states reflect the traffic conditions at the node and
are not affected by QoS-NSLP signaling. One state stores the
measured user traffic | oad associated with the PHR group and anot her
state stores the maximumtraffic | oad threshold that can be adnmitted
per PHR group. Wen a neasurenent-based node receives a intra-domain
RESERVE nessage, it conpares the requested resources to the available
resources (nmaxi mum all owed minus current |oad) for the requested PHR
group. |If there are insufficient resources, it sets the <M> bit in
the RMD- QGSPEC. No change to the RVD- QSPEC i s made when there are
sufficient resources.

4.3.3. Reservation-Based Mt hod

The QNE Edges nmintain intra-domain QoS-NSLP operational and
reservation states that contain simlar data structures as descri bed
in Section 4.3.1.

In this case, the intra-donain sessions supported by the Edges are
per-fl ow sessions that have a one-to-one relationship to the per-flow
end-to-end states supported by the sane Edge.

The QNE Interior nodes operating in reservation-based node are QOS-
NSLP reduced-state nodes, i.e., they do not store NILP/G ST states
but they do store per PHB-aggregated QS-NSLP states.

The reservation-based PHR installs and mai ntai ns one reservation
state per PHB, in all the nodes located in the comunication path.
This state is identified by the <PHB d ass> value and it maintains
the nunber of currently reserved resource units (or bandw dth).

Thus, the QNE I ngress node signals only the resource units requested
by each flow. These resource units, if admtted, are added to the
currently reserved resources per PHB

For each PHB, a threshold is maintained that specifies the maxi num
nunber of resource units that can be reserved. This threshold could,
for exanple, be statically configured.

An exanpl e of how the admission control and its mai ntenance process
occurs in the Interior nodes is described in Section 3 of [CsTa05].

The sinplified concept that is used by the per-traffic class
adm ssion control process in the Interior nodes, is based on the
foll owi ng equati on:

last + p <= T,
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where p is the requested bandwidth rate, T is the adm ssion
threshol d, which reflects the maxinumtraffic volune that can be
admitted in the traffic class, and last is a counter that records the
aggregated sum of the signal ed bandwi dth rates of previous adnitted
flows.

The PHB group reservation states nmaintained in the Interior nodes are
soft states, which are refreshed by sending periodic refresh intra-
domai n RESERVE nessages, which are initiated by the Ingress Q\NEs. |If
a refresh message corresponding to a nunber of reserved resource
units (i.e., bandwidth) is not received, the aggregated reservation
state is decreased in the next refresh period by the correspondi ng
anount of resources that were not refreshed. The refresh period can
be refined using a sliding wi ndow al gorithm described in [ RVMD3].

The reserved resources for a particular flow can also be explicitly
rel eased froma PHB reservation state by neans of a intra-domain
RESERVE r el ease/tear nessage, which is generated by the Ingress QNEs.

The use of explicit rel ease enabl es the instantaneous rel ease of the
resources regardl ess of the length of the refresh period. This

all ows a | onger refresh period, which also reduces the nunber of
periodic refresh nessages.

Note that both in the case of neasurenent- and (per-flow and
aggregat ed) RMD reservation-based nethods, the way in which the

maxi mum bandwi dt h threshol ds are maintained is out of the
specification of this docunent. However, when admi ssion priorities
are supported, the Maxi mum Al l ocation [ RFC4125] or the Russian Dolls
[ RFC4127] bandwi dth allocation nodels MAY be used. 1In this case
three types of priority traffic classes within the sane PHB, e.g.
Expedi ted Forwardi ng, can be differentiated. These three different
priority traffic classes, which are associated with the same PHB, are
denoted in this docunent as PHB | ow priority, PHB normal priority,
and PHB high_priority, and are identified by the <PHB Cl ass> val ue
and the priority value, which is carried in the <Adm ssion Priority>
RVD- QSPEC par anet er.

4. 4. Transport of RVD QOSM Messages

As nentioned in Section 1, the RVD-QOSM ai ns to support a nunber of
additional requirenents, e.g., Mninal inpact on Interior node
performance. Therefore, RVD-QOSM i s designed to be very |ightweight
signaling with regard to the nunber of signaling nmessage round trips
and the amount of state established at involved signaling nodes with
and wi thout reduced state on QNEs. The actions allowed by a QNE
Interior node are mnimal (i.e., only those specified by the RVD

QM.
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For exanple, only the Q\NE Ingress and the QNE Egress nodes are
allowed to initiate certain signaling nessages. QNE Interior nodes
are, for exanple, allowed to nodify certain signaling nessage

payl oads. Moreover, RVD signaling is targeted towards intra-donain
signaling only. Therefore, RVMD-QOSMrelies on the security and
reliability support that is provided by the bound end-to-end session,
whi ch is runni ng between the boundaries of the RVD donain (i.e., the
RVMD- QOSM QNE Edges), and the security provided by the D-node. This

i mplies the use of the Datagram Mde.

Therefore, the intra-donmain nmessages used by the RVD- QOSM are
intended to operate in the NTLP/ G ST Dat agram node (see [ RFC5971]).
The NSLP functionality available in all RVD QOSM aware QoS- NSLP nodes
requires the intra-domain G ST, via the QoS-NSLP RVF APl see

[ RFC5974], to:

* operate in unreliable node. This can be satisfied by passing this
requirenment fromthe QoS-NSLP | ayer to the G ST layer via the API
Transfer-Attributes.

* not create a nessage association state. This requirenment can be
satisfied by a local policy, e.g., the Q\E is configured to not
Create a nmessage association state.

* not create any NTLP routing state by the Interior nodes. This can
be satisfied by passing this requirenent fromthe QS-NSLP | ayer to
the G ST |layer via the API. However, between the QNE Egress and
ONE Ingress routing states SHOULD be created that are associ ated
with intra-domain sessions and that can be used for the
conmmuni cati on of G ST Data nessages sent by a QNE Egress directly
to a QNE Ingress. This type of routing state associated with an
i ntra-domai n session can be generated and used in the follow ng
way:

* When the QNE Ingress has to send an initial intra-domai n RESERVE
message, the QoS-NSLP sends this nessage by including, in the G ST
APl SendMessage prinitive, the Unreliable and No security
attributes. In order to optimze this procedure, the RVD donmin
MJUST be engineered in such a way that G ST will piggyback this NSLP
message on a G ST Query nessage. Furthernore, G ST sets the Cflag
(C=1), see [RFC5971] and uses the Q@ node. The G ST functionality
in each QNE Interior node will receive the A ST Query nessage and
by using the RecvMessage A ST APl prinmitive it will pass the intra-
domai n RESERVE nessage to the QoS-NSLP functionality. At the sane
time, the A ST functionality uses the Routing-State-Check bool ean
to find out if the QoS-NSLP needs to create a routing state. The
QS-NSLP sets this boolean to inform d ST to not create a routing
state and to forward the G ST Query further downstreamwi th the
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nodi fi ed QoS- NSLP payl oad, which will include the nodified intra-
domai n RESERVE nessage. The intra-domain RESERVE is sent in the
same way up to the QNE Egress. The QNE Egress needs to create a
routing state.

Therefore, at the sane nonment that the G ST functionality passes
the intra-domai n RESERVE nessage, via the G ST RecvMessage
primtive, to the QoS-NSLP, the QS-NSLP sets the Routing-State-
Check bool ean such that a routing state is created. The G ST
creates the routing state using nornmal G ST procedures. After this
phase, the QNE Ingress and QNE Egress have, for the particul ar
session, routing states that can route traffic directly from Q\E
Ingress to QNE Egress and from QNE Egress to QNE I ngress. The
routing state at the Q\E Egress can be used by the QoS-NSLP and

G ST to send an intra-domai n RESPONSE or intra-domai n NOTI FY
directly to the QNE Ingress using G ST Data nmessages. Note that
this routing state is refreshed using normal QG ST procedures. Note
that in the above description, it is considered that the QNE

I ngress can piggyback the initial RESERVE (NSLP) nessage on the

G ST Query nessage. |f the piggybacking of this NSLP (initial
RESERVE) nessage woul d not be possible on the G ST Query nessage,
then the G ST Query message sent by the QNE I ngress node woul d not
contain any NSLP data. This G ST Query nmessage would only be
processed by the QNE Egress to generate a routing state.

After the QNE Ingress is informed that the routing state at the Q\E
Egress is initiated, it would have to send the initial RESERVE
message using simlar procedures as for the situation that it would
send an intra-domai n RESERVE nessage that is not an initial

RESERVE, see next bullet. This procedure is not efficient and
therefore it is RECOWENDED that the RVD donmain MUST be engi neered
in such a way that the G ST protocol |ayer, which is processed on a
Q\E I ngress, will piggyback an initial RESERVE (NSLP) nessage on a
G ST Query nessage that uses the Q node.

* When the QNE I ngress needs to send an intra-donai n RESERVE nessage
that is not an initial RESERVE, then the QoS-NSLP sends this
message by including in the A ST APl SendMessage prinitive such
attributes that the use of the Datagram Mdde is inplied, e.g., the
Unreliable attribute. Furthernore, the Local policy attribute is
set such that d ST sends the intra-domai n RESERVE nessage in a
Q node even if there is a routing state at the QNE Ingress. In
this way, the G ST functionality uses its local policy to send the
i ntra-domai n RESERVE nessage by piggybacking it on a G ST Data
nmessage and sending it in Qnode even if there is a routing state
for this session. The intra-domai n RESERVE nessage i s pi ggybacked
on the G ST Data nessage that is forwarded and processed by the QNE
Interior nodes up to the QNE Egress.
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The transport of the original (end-to-end) RESERVE nessage is
acconplished in the fol |l owi ng way:

At the QNE Ingress, the original (end-to-end) RESERVE nessage is
forwarded but ignored by the statel ess or reduced-state nodes, see
Fi gure 3.

The internmediate (Interior) nodes are bypassed using nultiple levels
of NSLPID val ues (see [ RFC5974]). This is acconplished by nmarking

t he end-to-end RESERVE nessage, i.e., nodifying the QoS-NSLP default
NSLPI D val ue to anot her NSLPI D predefined val ue.

The mar ki ng MJUST be acconplished by the Ingress by nodifying the
QoS _NSLP default NSLPID value to a NSLPID predefined value. In this
way, the Egress MJST stop this nmarking process by reassigning the
QS-NSLP default NSLPID value to the original (end-to-end) RESERVE
message. Note that the assignnment of these NSLPID values is a QS
NSLP i ssue, whi ch SHOULD be acconplished via | ANA [ RFC5974].

4.5. Edge Discovery and Message Addressing

Mai nly, the Egress node di scovery can be perforned by using either
the G ST di scovery nechani sm [ RFC5971], nmnual configuration, or any
ot her discovery technique. The addressing of signaling nessages
depends on which G ST transport node is used. The RVMD- QOSM QoS- NSLP
signaling messages that are processed only by the Edge nodes use the
peer - peer addressing of the G ST Connection (C) node.

RVMD- QOSM Q©S- NSLP si gnal i ng nmessages that are processed by all nodes
of the Diffserv donmain, i.e., Edges and Interior nodes, use the end-
to-end addressing of the G ST Datagram (D) node. Note that the RMD
QOSM cannot directly specify that the G ST Connection or the QST

Dat agr am node SHOULD be used. This can only be specified by using,
via the QoS-NSLP-RM- API, the G ST APl Transfer-Attributes, such as
Reliable or Unreliable, high or Iowlevel of security, and by the use
of local policies. RMD QoS signaling nessages that are addressed to
the data path end nodes are intercepted by the Egress nodes. In
particular, at the ingress and for downstreamintra-domai n nessages,
the RVMD-QOSM instructs the G ST functionality, via the QST APl to do
the foll ow ng:

* use unreliable and |l ow | evel security Transfer-Attributes,
* do not create a G ST routing state, and

* use the D-npbde MRl .
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The intra-domai n RESERVE nessages can then be transported by using
the Query D-node; see Section 4. 4.

At the QNE Egress, and for upstreamintra-domai n nessages, the RVD
QOSM instructs the A ST functionality, via the G ST APlI, to use anong
ot hers:

* unreliable and | ow | evel security Transfer-Attributes

* the routing state associated with the intra-domain session to send
an upstreamintra-domai n nessage directly to the QN\E I ngress; see
Section 4. 4.

4.6. Operation and Sequence of Events
4.6.1. Basic Unidirectional Operation

This section describes the basic unidirectional operation and
sequence of events/triggers of the RVD-QOSM The foll owi ng basic
operation cases are distinguished:

Successful reservation (Section 4.6.1.1),

Unsuccessful reservation (Section 4.6.1.2),

RVMD refresh reservation (Section 4.6.1.3),

RMD nodi fication of aggregated reservation (Section 4.6.1.4),
RMD rel ease procedure (Section 4.6.1.5.),

Severe congestion handling (Section 4.6.1.6.),

Adm ssion control using congestion notification based on probing
(Section 4.6.1.7.).

L

The QNEs at the Edges of the RVMD dommin support the RVD QoS Mdel and
end-to-end QoS Moddel s, which process the RESERVE nessage differently.

Note that the term end-to-end QS Mdel applies to any QoS Mdel that
is initiated and term nated outside the RVD- QOSM aware donai n.
However, there might be situations where a QS Mdel is initiated
and/ or term nated by the Q\NE Edges and is considered to be an end-to-
end QS Mddel. This can occur when the QNE Edges can al so operate as
either QNI or as QNR and at the sane tinme they can operate as either
sender or receiver of the data path.

It is inmportant to enphasize that the content of this section is used
for the specification of the followi ng RVD- QOSM QoS- NSLP si gnal i ng
schenes, when basic unidirectional operation is assuned:

* "per-flow congestion notification based on probing"

* "per-flow RVD NSI S neasurenent - based adni ssion control ";
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* "per-flow RVD reservation-based" in conbination with the "severe
congestion handling by the RVD-QOSM refresh" procedure

* "per-flow RVD reservation-based" in conbination with the "severe
congestion handling by proportional data packet marking" procedure;

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by the RVD-QOSM refresh" procedure

* "per-aggregate RVD reservation-based" in conbination with the
"severe congestion handling by proportional data packet narking"
procedur e.

For nore details, please see Section 3.2.3.

In particular, the functionality described in Sections 4.6.1.1,
4.6.1.2, 4.6.1.3, 4.6.1.5, 4.6.1.4, and 4.6.1.6 applies to the RVD
reservation-based and to the NSI'S neasurenent-based admi ssion contro
nmet hods. The described functionality in Section 4.6.1.7 applies to

t he adni ssion control procedure that uses the congestion notification
based on probing. The QNE Edge nodes nmintain either per-flow QS-
NSLP operational and reservation states or aggregated QoS- NSLP
operational and reservation states.

When the QNE Edges nmintain aggregated QoS- NSLP operational and
reservation states, the RVD-QOSM functionality MAY acconplish an RVD
nmodi fication procedure (see Section 4.6.1.4), instead of the
reservation initiation procedure that is described in this
subsection. Note that it is RECOMWENDED that the OQNE inpl enentati ons
of RNVD- QOSM process the QS-NSLP signaling nessages with a higher
priority than data packets. This can be acconplished as described in
Section 3.3.4 of [RFC5974] and it can be requested via the QoS- NSLP-
RMF APl described in [ RFC5974]. The signaling scenarios described in
this section are acconplished using the QoS-NSLP processing rules
defined in [RFC5974], in conbination with the RV triggers sent via
the QoS- NSLP-RMF APl described in [ RFC5974].

According to Section 3.2.3, it is specified that only the "per-flow
RMD reservation-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" scheme MJST be

i npl emented within one RVD domain. However, all RVMD QNEs supporting
this specification MJUST support the conbination the "per-flow RVD
reservati on-based" in conbination with the "severe congestion
handl i ng by proportional data packet marking" scheme. |If the RWD
ONEs support nore RVMD- QOSM schenes, then the operator of that RMVD
domai n MUST preconfigure all the QNE Edge nodes within one domain
such that the <SCH> field included in the "PHR container” (Section
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4.1.2) and the "PDR Container" (Section 4.1.3) will always use the
sane val ue, such that within one RVD domain only one of the bel ow
descri bed RVMD- QOSM schenes is used at a tine.

Al'l QN\E nodes located within the RVD domain MIUST read and interpret
the <SCH> field included in the "PHR contai ner" before processing all
the other "PHR container" payload fields. Moreover, all ONE Edge
nodes | ocated at the boarder of the RVD donmmin, MJST read and
interpret the <SCH> field included in the "PDR container" before
processing all the other <PDR container> payload fields.

4.6.1.1. Successful Reservation

This section describes the operation of the RVD-QOSM where a
reservation is successfully acconplished.

The QNI generates the initial RESERVE nmessage, and it is forwarded by
the NTLP as usual [RFC5971].

4.6.1.1.1. Operation in Ingress Node

When an end-to-end reservation request (RESERVE) arrives at the

I ngress node (Q\E) (see Figure 8), it is processed based on the end-
to-end QS Mdel. Subsequently, the conbination of <TMOD- 1>, <PHB
O ass>, and <Admi ssion Priority> is derived fromthe <QS Desired>
object of the initial QSPEC.

The QNE Ingress MUST nmaintain informati on about the small est MU t hat
is supported on the links within the RVD domai n.

The <Maxi nrum Packet Size-1 (MPS)> value included in the end-to-end
QS Model <TMOD-1> paraneter is conpared with the snallest MIU val ue
that is supported by the links within the RVD domain. |[|f the

"Maxi mum Packet Size-1 (MPS)" is larger than this snmallest MU val ue
within the RVD donain, then the end-to-end reservation request is
rejected (see Section 4.6.1.1.2). Oherw se, the adni ssion process
cont i nues.

The <TMOD- 1> paraneter contained in the original initiator QSPEC is
mapped into the equival ent RVD- @spec <TMOD- 1> paraneter representing
only the peak bandwi dth in the | ocal RVD-QSPEC. This can be

acconpl i shed by setting the RVD- QSPEC <TMOD- 1> fields as foll ows:
token rate (r) = peak traffic rate (p), the bucket depth (b) = large,
and the mnimum policed unit (n) = 1arge.

Note that the bucket size, (b), is measured in bytes. Values of this

paraneter may range from1l byte to 250 gi gabytes; see [ RFC2215].
Thus, the maxi nrumvalue that (b) could be is in the order of 250
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gi gabytes. The minimumpoliced unit, [m, is an integer neasured in
bytes and nust be I ess than or equal to the Maxi mum Packet Size
(MPS). Thus, the maxi mumvalue that (n) can be is (MPS). [Part94]
and [ TaCh99] describe a method of cal culating the values of some
Token Bucket parameters, e.g., calculation of |arge values of (n) and
(b), when the token rate (r), peak rate (p), and MPS are known.

The <Peak Data Rate-1 (p)> value of the end-to-end QS Mdel <TMOD 1>
paranmeter is copied into the <Peak Data Rate-1 (p)> value of the
<Peak Data Rate-1 (p)> value of the | ocal RVD @pec <TMOD 1>.

The MPS val ue of the end-to-end QS Mdel <TMOD-1> paraneter is
copied into the MPS val ue of the |ocal RVD Qspec <TMOD- 1>.

If the initial QSPEC does not contain the <PHB C ass> paraneter, then
the selection of the <PHB Class> that is carried by the intra-domain
RVD- QSPEC is defined by a local policy simlar to the procedures

di scussed in [RFC2998] and [ RFC3175].

For exanple, in the situation that the initial QSPEC is used by the
IntServ Controlled Load QOSM then the Expedited Forwarding (EF) PHB
is appropriate to set the <PHB Cl ass> paraneter carried by the intra-
domai n RVMD- QSPEC (see [ RFC3175]).

If the initial QSPEC does not carry the <Admi ssion Priority>
paraneter, then the <Admission Priority> parameter in the RVD QSPEC
will not be populated. |If the initial QSPEC does not carry the
<Admi ssion Priority> paraneter, but it carries other priority
paraneters, then it is considered that Edges, as being statefu
nodes, are able to control the priority of the sessions that are
entering or leaving the RVD donain in accordance with the priority
paraneters

Note that the RMF reservation states (see Section 4.3) in the Q\E
Edges store the value of the <Admi ssion Priority> paraneter that is
used within the RVD domain in case of preenption and severe
congestion situations (see Section 4.6.1.6).

If the RVD domai n supports preenption during the admi ssion contro
process, then the QNE I ngress node can support the buil di ng bl ocks
specified in [RFC5974] and during the adm ssion control process use
t he exanpl e preenption handling al gorithm described in Appendix A 7.

Note that in the above described case, the Q\NE Egress uses, if

avail able, the tunneled initial priority paraneters, which can be
interpreted by the QNE Egress.
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If the initial QSPEC carries the <Excess Treatnent> paraneter, then
the QNE I ngress and QNE Egress nodes MUST control the excess traffic
that is entering or |leaving the RVD domain in accordance with the
<Excess Treatnent> paranmeter. Note that the RVD- QSPEC does not carry
t he <Excess Treatnent> paraneter.

If the requested <TMOD- 1> paraneter carried by the initial QSPEC
cannot be satisfied, then an end-to-end RESPONSE nessage has to be
generated. However, in order to deci de whether the end-to-end
reservation request was locally (at the QNE Ingress) satisfied, a

| ocal (at the QNE_Ingress) RVD- QOSM admi ssion control procedure al so
has to be perforned. |In other words, the RVD-Q0OSM functionality has
to verify whether the value included in the <Peak Data Rate-1 (p)>
field of RVMD- QOSM <TMOD- 1> can be reserved and stored in the RVD QOSM
reservation states (see Sections 4.6.1.1.2 and 4.3).

An initial QSPEC object MJST be included i