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Abstr act

Thi s docunent proposes a nmechani smfor further experinentation, but
not for w despread deploynent at this time in the global Internet.

TCP-Friendly Rate Control (TFRC) is a congestion control mechani sm
for unicast flows operating in a best-effort Internet environnent
(RFC 3448). TFRC was intended for applications that use a fixed
packet size, and was designed to be reasonably fair when conpeting
for bandwi dth with TCP connections using the sanme packet size. This
docunent proposes TFRC-SP, a Snall - Packet (SP) variant of TFRC, that
is designed for applications that send snmall packets. The design
goal for TFRC-SP is to achieve the same bandwi dth in bps (bits per
second) as a TCP fl ow using packets of up to 1500 bytes. TFRC SP
enforces a minimuminterval of 10 ns between data packets to prevent
a single flow from sendi ng small packets arbitrarily frequently.

Fl ows using TFRC- SP conpete reasonably fairly with | arge-packet TCP
and TFRC flows in environnents where | arge-packet flows and snmall -
packet fl ows experience sinilar packet drop rates. However, in
environnents where snal |l - packet flows experience | ower packet drop
rates than | arge-packet flows (e.g., with Drop-Tail queues in units
of bytes), TFRC SP can receive considerably nore than its share of

t he bandwi dth
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1

I ntroduction

Thi s docunent specifies TFRC-SP, an experinental, Small -Packet
variant of TCP-friendly Rate Control (TFRC) [RFC3448].

TFRC was designed to be reasonably fair when conpeting for bandwi dth
with TCP flows, but to avoid the abrupt changes in the sending rate
characteristic of TCP's congestion control nechanisns. TFRCis

i ntended for applications such as stream ng nedi a applications where
a relatively snooth sending rate is of inportance. Conventional TFRC
measures |l oss rates by estimating the | oss event ratio as described
in [ RFC3448], and uses this loss event rate to deternine the sending
rate in packets per round-trip tine. This has consequences for the
rate that a TFRC fl ow can achi eve when sharing a bottleneck with

| arge- packet TCP flows. |In particular, a |ow bandw dth, small-packet
TFRC fl ow sharing a bottl eneck with high-bandw dt h, |arge-packet TCP
flows may be forced to sl ow down, even though the TFRC application’s
nom nal rate in bytes per second is less than the rate achi eved by
the TCP flows. Intuitively, this would be "fair" only if the network
limtation was in packets per second (such as a routing | ookup),

rat her than bytes per second (such as |ink bandwi dth). Conventiona
wi sdomis that many of the network linmitations in today’'s Internet
are in bytes per second, even though the network limtations of the
future nmight nove back towards limtations in packets per second

TFRC-SP is intended for flows that need to send frequent snall
packets, with |l ess than 1500 bytes per packet, linited by a m ni num

i nterval between packets of 10 ms. It will better support
applications that do not want their sending rates in bytes per second
to suffer fromtheir use of small packets. This variant is
restricted to applications that send packets no nore than once every
10 ns (the Mn Interval or mininuminterval). Gven this
restriction, TFRC-SP effectively calculates the TFRC fair rate as if
the bottleneck restriction was in bytes per second. Applications
usi ng TFRGC-SP coul d have a fixed or naturally-varying packet size, or
could vary their packet size in response to congestion. Applications
that are not willing to be Iimted by a minimuminterval of 10 ns

bet ween packets, or that want to send packets |arger than 1500 bytes,
shoul d not use TFRC-SP. However, for applications with a mni num
interval of at |east 10 ns between packets and with data packets of
at nost 1500 bytes, the perfornmance of TFRC-SP should be at |east as
good as that from TFRC.

RFC 3448, the protocol specification for TFRC, stated that TFRC- PS
(for TFRC- Packet Size), a variant of TFRC for applications that have a
fixed sending rate but vary their packet size in response to
congestion, would be specified in a |later docunent. This docunent

i nstead specifies TFRC-SP, a variant of TFRC designed for
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applications that send small packets, where applications could either
have a fixed or varying packet size or could adapt their packet size
in response to congestion. However, as discussed in Section 6 of
this docunent, there are many questions about how such an adaptive
application would use TFRC-SP that are beyond the scope of this
docunent, and that would need to be addressed in docunents that are
nore application-specific.

TFRC-SP is notivated in part by the approach in RFC 3714, which
argues that it is acceptable for VolP flows to assune that the
network limtation is in bytes per second (Bps) rather in packets per
second (pps), and to have the sane sending rate in bytes per second
as a TCP flow with 1500-byte packets and the sane packet drop rate.
RFC 3714 states the follow ng:

"While the ideal would be to have a transport protocol that is
able to detect whether the bottleneck Iinks along the path are
limted in Bps or in pps, and to respond appropriately when the
limtation is in pps, such an ideal is hard to achieve. W would
not want to delay the depl oynent of congestion control for

tel ephony traffic until such an ideal could be acconplished. In
addition, we note that the current TCP congestion control
mechani snms are thensel ves not very effective in an environment
where there is a limtation along the reverse path in pps. Wile
the TCP nechani sns do provide an incentive to use |arge data
packets, TCP does not include any effective congestion contro
mechani sms for the stream of small acknow edgenent packets on the
reverse path. Gven the argunents above, it seens acceptable to
us to assune a network limtation in Bps rather than in pps in
considering the mninumsending rate of tel ephony traffic."

Transl ating the discussion in [ RFC3714] to the congestion contro
nmechani sms of TFRC, it seens acceptable to standardi ze a variant of
TFRC that all ows | ow bandwi dth fl ows sending small packets to achieve
a rough fairness with TCP flows in terns of the sending rate in Bps,
rather than in terns of the sending rate in pps. This is
acconpl i shed by TFRC-SP, a small nodification to TFRC, as descri bed
bel ow

Mai nt ai ni ng i ncentives for |arge packets: Because the bottlenecks in
the network in fact can include Iimtations in pps as well as in Bps,
we pay special attention to the potential dangers of encouraging a

| arge depl oynent of best-effort traffic in the Internet consisting
entirely of small packets. This is discussed in nore detail in
Section 4.3. In addition, as again discussed in Section 4.3, TFRC SP
includes the limtation of the Mn Interval between packets of 10 ns.
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Packet drop rates as a function of packet size: TFRC SP essentially
assunes that the small-packet TFRC-SP fl ow receives roughly the sane
packet drop rate as a | arge-packet TFRC or TCP flow. As we show,
this assunption is not necessarily correct for all environnents in
the Internet.

Initializing the Loss History after the First Loss Event: Section
6.3.1 of RFC 3448 specifies that the TFRC receiver initializes the
loss history after the first | oss event by cal culating the |oss
interval that would be required to produce the receive rate neasured
over the nost recent round-trip tinme. 1In calculating this |oss
interval, TFRC-SP uses the segnent size of 1460 bytes, rather than
the actual segnent size used in the connection

Cal culating the loss event rate for TFRC-SP: TFRC-SP requires a

nmodi fication in TFRC s cal cul ation of the | oss event rate, because a
TFRC- SP connection can send many snall packets when a standard TFRC
or TCP connection would send a single large packet. It is not

possi ble for a standard TFRC or TCP connection to repeatedly send
nmul ti pl e packets per round-trip time in the face of a high packet
drop rate. As a result, TCP and standard TFRC only respond to a
single I oss event per round-trip tine, and are still able to detect
and respond to increasingly heavy packet | oss rates. However, in a
hi ghl y- congest ed envi ronnent, when a TCP connection night be sending,
on average, one |large packet per round-trip tine, a corresponding
TFRC- SP connection night be sending many small packets per round-trip
time. As aresult, in order to maintain fairness with TCP, and to be
able to detect changes in the degree of congestion, TFRC SP needs to
be sensitive to the actual packet drop rate during periods of high
congestion. This is discussed in nore detail in the section bel ow

2. Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. TFRC-SP Congestion Contro

TFRC uses the TCP throughput equation given in Section 3.1 of

[ RFC3448], which gives the allowed sending rate X in bytes per second
as a function of the loss event rate, segnent size, and round-trip
time. [RFC3448] specifies that the segnment size s used in the

t hr oughput equati on should be the segnent size used by the
application, or the estimted nean segnent size if there are
variations in the segnent size depending on the data. This gives
rough fairness with TCP fl ows using the sanme segnent size.
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TFRC- SP changes this behavior in the follow ng ways.

(o]

The noninal segment size: The nominal segnent size s defaults to
1460 bytes. Follow ng [ RFC3714], this provides a goal of

fairness, in terns of the sending rate in bytes per second, with a
TCP flow with 1460 bytes of application data per packet but with
the sane packet drop rate. |f the endpoint knows the MIU ( Maxi num
Transm ssion Unit) of the path and the derived MSS (Maxi num
Segrment Size) is less than 1460 bytes, then the endpoi nt SHOULD
set the nom nal segnent size s to MSS bytes. 1In addition, if the
endpoi nt knows the MIU of the path and the resulting MSS is |ess
than 536 bytes, then the endpoint MJST set the nomi nal segnent
size s to MSS bytes.

However, this docunent does not require that TFRC- SP endpoints
determ ne the path MIU. Wil e nost paths allow an MSS of 1460
bytes, some paths have a slightly smaller MSS due to tunnels
(e.g., IPv6 over IPv4). In sone specific cases, |Pv4 paths may
experience a nuch snaller path MIU. Due to the conplications of
estimating the path MU, and to the fact that nobst paths support
an MSS of at |east 536 bytes, TFRC-SP as a default uses a nonina
segment size of 1460 bytes. The nomi nal segment size is discussed
in nore detail in Section 4.5.3.

Taki ng packet headers into account: The allowed transnit rate X in
bytes per second is reduced by a factor that accounts for packet
header size. This gives the application sonme incentive, beyond
the Mn Interval, not to use unnecessarily small packets. In
particul ar, we introduce a new paraneter H, which represents the
expected size in bytes of network and transport headers to be used
on the TFRC connection’s packets. This is used to reduce the
allowed transmit rate X as foll ows:

X:=X* s true/ (s_true + H)

where s true is the true average data segnent size for the
connection in bytes, excluding the transport and network headers.
Section 4.1 of RFC 3448 states that where the packet size varies
naturally with the data, an estimate of the mean segment size can
be used for s_true. As suggested in Section 4.1 of [RFC3448bis],
when an estimate of the mean segment size is used for s_true, the
estimate SHOULD be cal cul ated over at |east the |last four |oss
intervals. However, this docunent does not specify a specific
algorithmfor estinmating the mean segnent size.

The H paraneter is set to the constant 40 bytes. Thus, if the
TFRC- SP application used 40-byte data segnments, the allowed
transnmt rate X would be halved to account for the fact that half
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of the sending rate woul d be used by the headers. Section 4.2
justifies this definition. However, a connection using TFRC SP
MAY i nstead use a nore precise estimate of H, based on the actua
network and transport headers to be used on the connection's
packets. For exanple, a Datagram Congestion Control Protoco
(DCCP) connection [ RFC4340] over |Pv4, where data packets use the
DCCP- Dat a packet type, and there are no | P or DCCP options, could
set Hto 20 + 12 = 32 bytes. However, if the TFRC i npl ementation
knows that the IP layer is using |Pv6 instead of |Pv4, then the
connection using TFRC-SP MAY still use the default estimate of 40
bytes for Hinstead of the actual size of 60 bytes, for sinplicity
of inplenentation.

0 Measuring the loss event rate in tines of high loss: During short
loss intervals (those at nost two round-trip tines), the loss rate
is conputed by counting the actual number of packets |ost or
mar ked, not by counting at nost one |oss event per |oss interval
Wthout this change, TFRC-SP could send nultiple packets per
round-trip time even in the face of heavy congestion, for a
st eady-state behavior of multiple packets dropped each round-trip
time.

In standard TFRC, the TFRC receiver estimates the | oss event rate
by calculating the average loss interval in packets, and inverting
to get the loss event rate. Thus, for a short loss interval with
N packets and K | osses, standard TFRC cal cul ates the size of that
loss interval as N packets, contributing to a | oss event rate of
1/N. However, for TFRC-SP, for small loss intervals of at nost
two round-trip times, if the loss interval consists of N packets
including K |osses, the size of the loss interval is calculated as
N K, contributing to a loss event rate of K/ N instead of 1/N.

Section 5.4 of RFC 3448 specifies that the cal culation of the
average loss interval includes the nost recent |loss interval only
if this increases the calcul ated average loss interval, as in the
pseudocode bel ow. However, in TFRC-SP the cal cul ated | oss
interval size for a short loss interval varies as a function of

t he nunber of packet |osses that have been detected, allow ng

ei ther increases or decreases in the calculated |oss interval size
for the current short loss interval as new packets are received.
Therefore, TFRC-SP adds the restriction that the cal cul ati on of
the average | oss interval can include the nost recent |oss
interval only if nore than two round-trip tines have passed since
t he begi nning of that |oss interval
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Let the nost recent loss intervals be |l _0to |l _n, with |I_0 being
the interval including the nost recent |oss event, with the
corresponding weights w.i as defined in RFC 3448. |In RFC 3448

(Section 5.4), the average loss interval | _nean is cal cul ated as
fol | ows:
| tot0O = O;
| _totl = O;
Wtot = O;
for (i =0 to n-1)
| totO =1 _totO + (I_i * w.i);
Wtot = Wtot + w.i;
}
for (i =1ton) {
| totl =1 _totl + (I_i * w(i-1));
}
| _tot = max(l_totO, | _totl);
| mean = | _tot/Wtot;
In TFRC-SP, the average loss interval |_nean is instead cal cul ated as
fol | ows:
| _tot0 = O;
| _totl = 0;
Wtot = 0;
for (i =0ton-1) {
| totO =1_tot0O + (I_i * w.i);
Wtot = Wtot + w.i;
}
for (i =1ton) {
| totl =1 _totl + (I_i * w(i-1));
If the current loss interval | _0 is "short"
then | tot =1 _totl;
else | _tot = max(l _totO, | _totl);
| mean = | _tot/Wtot;

o0 A mninmuminterval between packets: TFRC-SP enforces a Mn
I nterval between packets of 10 ms. A flow that wishes its
transport protocol to exceed this Mn Interval MJST use the
conventional TFRC equations, rather than TFRC-SP. The notivation
for this is discussed bel ow
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4. TFRC- SP Di scussi on
4.1. Response Functions and Throughput Equations

TFRC uses the TCP throughput equation given in [RFC3448], with the
sending rate X in bytes per second as foll ows:

R:sqrt(2*p/3) + (4*R* (3*sqrt(3*p/8) * p * (1+32*p"2)))
wher e:
s is the packet size in bytes;
Ris the round-trip time in seconds;

pis the loss event rate, between 0 and 1.0, of the nunber of |oss
events as a fraction of the nunber of packets transmtted.

This equation uses a retransmi ssion tinmeout (RTO of 4*R and assunes
that the TCP connection sends an acknow edgenent for every data
packet .

This equation essentially gives the response function for TCP as wel |
as for standard TFRC (nodul o TCP's range of sender algorithns for
setting the RTO). As shown in Table 1 of [RFC3714], for high packet
drop rates, this throughput equation gives rough fairness with the
nmost aggressi ve possible current TCP: a SACK TCP fl ow using

ti nestanps and Explicit Congestion Notification (ECN). Because it is
not recommended for routers to use ECN-marking i n highly-congested
environnents with high packet dropping/ marking rates (Section 7 of

[ RFC3168]), we note that it would be useful to have a throughput
equation with a somewhat nore noderate sending rate for packet drop
rates of 40% and above.

The effective response function of TFRC-SP can be derived fromthe
TFRC response function by using a segnent size s of 1460 bytes, and
using the loss event rate actually experienced by the TFRC- SP fl ow
In addition, for loss intervals of at nost two round-trip tines, the
| oss event rate for TFRC-SP is estimated by counting the actua
nunber of lost or nmarked packets, rather than by counting | oss
events. In addition, the sending rate for TFRC-SP is constrained to
be at nost 100 packets per second.
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For an environment with a fixed packet drop rate p
packet size, the response functions of TCP, TFRC, and TFRC-SP are

illustrated as follows, given in KBps (kilobytes per second), for a
flowwith a round-trip time of 100 ns:

<- -
Packet 14- byt e
Dr opRat e Segnent s

ejeojojojojojojololojoloe o)
o
=
o
o
o

Tabl e 1: Response Function for TCP and TFRC

Sendi ng Rate in KBps,

Packet 14- byt e
Dr opRat e Segnent s

S TFRC- SP
536- byt e
Segnent s

40 57. 60
40 57. 60
40 57. 60
40 57. 60
40 57. 60
40 57. 60
40 57. 60
40 57. 60
40 26. 58
40 8. 06
93 2.93
26 1.26
63 0.63

[eleojojojojojojojojojoNoNe)
o
=
o
o
o
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TCP and Standard TFRC

536- byt e

Segnent s
09. 25 2232.00
20. 79 1288. 41
66. 12 705. 25
38.10 406. 44
20. 74 221.23
11.76 125. 49
6. 07 64. 75
2.99 31.90
0. 96 10. 21
0.29 3.09
0.11 1.12
0. 05 0. 48
0.02 0.24

April 2007

regardl ess of

->

1460- byt e
Segnent s

as a Function of Packet Drop Rate

1460- byt e
Segnent s

Tabl e 2: Response Function for TFRC SP.
as a Function of Packet Drop Rate.

Sendi ng Rate in KBps,

Maxi mrum Sendi ng Rate of 100 Packets per Second.
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The calculations for Tables 1 and 2 use the packet loss rate for an
approxi mation for the loss event rate p. Scripts and graphs for the
tables are available from[VOPSIMS]. As the well-known TCP response
function in Table 1 shows, the sending rate for TCP and standard TFRC
varies linearly with segnent size. The TFRC-SP response function
shown in Table 2 reflects the naxi nrum sending rate of a hundred
packets per second; when not linted by this nmaxi nrum sending rate,
the TFRC-SP fl ow recei ves the sane sending rate in KBps as the TCP
flowwith 1460-byte segnments, given the sane packet drop rate.

Si mul ati ons showi ng the TCP, standard TFRC, and TFRC- SP sendi ng rates
in response to a configured packet drop rate are given in Tables 7,

8, and 9, and are consistent with the response functions shown here.

<-- TCP and Standard TFRC -->

Byt e 14- byt e 536- byt e 1460- byt e
Dr opRat e Segnent s Segnent s Segnent s
0. 0000001 284.76 929. 61 1498. 95
0. 0000003 164. 39 536. 17 863. 16
0. 0000010 90. 01 292. 64 468. 49
0. 0000030 51.92 167. 28 263. 68
0. 0000100 28. 34 88. 56 132. 75
0. 0000300 16. 21 46. 67 61. 70
0. 0001000 8. 60 19. 20 16. 25
0. 0003000 4.56 4.95 1.70
0. 0010000 1.90 0.37 0.15
0. 0030000 0.52 0. 05 0. 06
0. 0100000 0. 04 0.02 0. 06
0. 0300000 0. 00 0.02 0. 06

Tabl e 3: Response Function for TCP and TFRC
Sending Rate in KBps, as a Function of Byte Drop Rate.
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S TFRC-SP - ------- >
Byt e 14- byt e 536- byt e 1460- byt e
Dr opRat e Segnent s Segnent s Segnent s
0. 0000001 5.40 57. 60 150. 00
0. 0000003 5.40 57. 60 150. 00
0. 0000010 5.40 57. 60 150. 00
0. 0000030 5.40 57. 60 150. 00
0. 0000100 5.40 57. 60 132. 75
0. 0000300 5.40 57. 60 61. 70
0. 0001000 5.40 50. 00 16. 25
0. 0003000 5.40 12. 89 1.70
0. 0010000 5.40 0.95 0.15
0. 0030000 5.40 0.12 0. 06
0. 0100000 1.10 0. 06 0. 06
0. 0300000 0.13 0. 06 0. 06

Tabl e 4: Response Function for TFRC SP.
Sending Rate in KBps, as a Function of Byte Drop Rate.
Maxi mum Sendi ng Rate of 100 Packets per Second.

For Tables 3 and 4, the packet drop rate is calculated as 1-(1-b)~"N,
for a byte drop rate of b, and a packet size of N bytes. These
tabl es use the packet loss rate as an approxi mation for the | oss
event rate p. The TCP response functions shown in Table 3 for fixed
byte drop rates are rather different fromthe response functions
shown in Table 1 for fixed packet drop rates; with higher byte drop
rates, a TCP connection can have a higher sending rate using
*smal | er* packets. Table 4 also shows that with fixed byte drop
rates, the sending rate for TFRC-SP can be significantly higher than
that for TCP or standard TFRC, regardl ess of the TCP segnent size.
This is because in this environment, with small packets, TFRC SP
receives a small packet drop rate, but is allowed to send at the
sending rate of a TCP or standard TFRC fl ow usi ng | arger packets but
recei ving the same packet drop rate.

Si mul ati ons showi ng TCP, standard TFRC, and TFRC-SP sending rates in
response to a configured byte drop rate are given in Appendi x B. 2.

.2. Accounting for Header Size

[ RFC3714] nakes the optinistic assunption that the limtation of the
network is in bandwidth in bytes per second (Bps), and not in CPU
cycles or in packets per second (pps). However, sone attention nust
be paid to the load in pps as well as to the load in Bps. Even aside
fromthe Mn Interval, TFRC SP gives the application sone incentive
to use fewer but |arger packets, when | arger packets would suffice
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by including the bandwi dth used by the packet header in the allowed
sendi ng rate.

As an exanpl e, a sender using 120-byte packets needs a TCP-friendly
rate of 128 Kbps to send 96 Kbps of application data. This is
because the TCP-friendly rate is reduced by a factor of

s true/(s_true + Hy = 120/160, to account for the effect of packet
headers. |If the sender suddenly switched to 40-byte data segnents,
the allowed sending rate would reduce to 64 Kbps of application data;
and the use of one-byte data segnents woul d reduce the all owed
sending rate to 3.12 Kbps of application data. (In fact, the Mn
Interval would prevent senders from achi eving these rates, since
applications using TFRC-SP cannot send nore than 100 packets per
second.)

Unless it has a nore precise estimte of the header size, TFRC SP
assunes 40 bytes for the header size, although the header could be

| arger (due to IP options, IPv6, IP tunnels, and the like) or snaller
(due to header conpression) on the wire. Requiring the use of the
exact header size in bytes would require significant additiona
complexity, and would have little additional benefit. TFRGCSP' s
default assunption of a 40-byte header is sufficient to get a rough
estimate of the throughput, and to give the application sone
incentive not to use an excessive anmobunt of snmall packets. Because
we are only aining at rough fairness, and at a rough incentive for
applications, the default use of a 40-byte header in the cal cul ations
of the header bandwi dth is sufficient for both IPv4 and | Pv6.

4.3. The TFRC-SP M n Interva

The header size calculation provides an incentive for applications to
use fewer, but |arger, packets. Another incentive is that when the
path limtation is in pps, the application using nore small packets
is likely to cause higher packet drop rates, and to have to reduce
its sending rate accordingly. That is, if the congestion is in terns
of pps, then the flow sending nore pps will increase the packet drop
rate, and have to adjust its sending rate accordingly. However, the
i ncreased congestion caused by the use of small packets in an
environnent limted by pps is experienced not only by the flow using
the small packets, but by all of the conpeting traffic on that
congested link. These incentives are therefore insufficient to
provide sufficient protection for pps network linitations.

TFRC-SP, then, includes a Mn Interval of 10 ns. This provides
additional restrictions on the anmount of snall packets used.
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One practical justification for the Mn Interval is that the
applications that currently want to send snmall packets are the Vol P
applications that send at nost one packet every 10 ns, so this
restriction does not affect current traffic. A second justification
is that there is no pressing need for best-effort traffic in the
current Internet to send snall packets nore frequently than once
every 10 ns (rather than taking the 10 ns delay at the sender, and
nerging the two small packets into one larger one). This 10 ns del ay
for merging snmall packets is likely to be dominated by the network
propagation, transni ssion, and queueing del ays of best-effort traffic
inthe current Internet. As a result, our judgment would be that the
benefit to the user of having |less than 10 ns between packets is
out wei ghed by the benefit to the network of avoiding an excessive
amount of small packets.

The M n Interval causes TFRC-SP not to support applications sending
smal | packets very frequently. Consider a TFRC flowwith a fixed
packet size of 100 bytes, but with a variable sending rate and a
fairly uncongested path. Wen this flow is sending at nost 100 pps,
it would be able to use TFRC-SP. If the flow wishes to increase its
sending rate to nore than 100 pps, but keep the same packet size, it
woul d no |l onger be able to achieve this with TFRC-SP, and woul d have
to switch to the default TFRC, receiving a dramatic, discontinuous
decrease in its allowed sending rate. This seens not only
acceptabl e, but desirable for the global Internet.

What is to prevent flows from opening nultiple connections, each with
a 10 ms Mn Interval, thereby getting around the Iimtation of the
Mn Interval ? Cbviously, there is nothing to prevent flows from
doing this, just as there is currently nothing to prevent flows from
using UDP, or fromopening multiple parallel TCP connections, or from
using their own congestion control nechanism O course,

i mpl enent ati ons or mi ddl eboxes are also free to linit the nunber of
paral l el TFRC connections opened to the same destination in tines of
congestion, if that seenms desirable. And flows that open multiple
paral |l el connections are subject to the inconveni ences of reordering
and the like.

4.4. Counting Packet Losses

It is not possible for a TCP connection to persistently send nmultiple
packets per round-trip tine in the face of high congestion, with a
steady-state with nultiple packets dropped per round-trip tinme. For
TCP, when one or nore packets are dropped each round-trip tinme, the
sending rate is quickly dropped to | ess than one packet per round-
trip time. In addition, for TCP with Tahoe, NewReno, or SACK
congestion control nechanisns, the response to congestion is largely
i ndependent of the nunber of packets dropped per round-trip tine.
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As a result, standard TFRC can best achieve fairness with TCP, even

in highly congested environnents, by calculating the | oss event rate
rather than the packet drop rate, where a |oss event is one or nore

packets dropped or marked from a w ndow of data.

However, with TFRC-SP, it is no | onger possible to achieve fairness
with TCP or with standard TFRC by counting only the | oss event rate
[WBLO4]. Instead of sending one | arge packet per round-trip tine,
TFRC- SP coul d be sending N srmall packets (where N small packets equa
one | arge 1500-byte packet). The |oss measurenent used with TFRC SP
has to be able to detect a connection that is consistently receiving
nmul ti pl e packet | osses or marks per round-trip tine, to all ow TFRC SP
to respond appropriately.

In TFRC-SP, the loss event rate is calculated by counting at npbst one
loss event in loss intervals |longer than two round-trip tinmes, and by
counting each packet lost or marked in shorter loss intervals. In
particular, for a short loss interval with N packets, including K

| ost or marked packets, the loss interval length is calculated as

N K, instead of as N The average loss interval |_mean is stil
averaged over the eight nost recent l1oss intervals, as specified in
Section 5.4 of RFC 3448. Thus, if eight successive loss intervals
are short loss intervals with N packets and K | osses, the | oss event
rate is calculated as K/'N, rather than as 1/ N

4.5. The Nominal Packet Size
4.5.1. Packet Size and Packet Drop Rates

The guidelines in Section 3 above say that the nominal segnent size s
is set to 1460 bytes, providing a goal of fairness, in ternms of the
sending rate in bytes per second, with a TCP flow with 1460 bytes of
application data per packet but with the sane packet drop rate. This
follows the assunption that a TCP flow with 1460-byte segments wil |
have a hi gher sending rate than a TCP flow with snaller segnents.
While this assunption holds in an environnent where the packet drop
rate is independent of packet size, this assunption does not
necessarily hold in an environnment where | arger packets are nore
likely to be dropped than are snall packets.

The table bel ow shows the results of sinmulations with standard (SACK)
TCP flows, where, for each *byte*, the packet containing that byte is
dropped with probability p. Consider the approximation for the TCP
response function for packet drop rates up to 10% or so; for these
environnents, the sending rate in bytes per RIT is roughly

1.2 s/sqrt(p), for a packet size of s bytes and packet drop rate p
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Gven a fixed *byte* drop rate pl, and a TCP packet size of s bytes,
the packet drop rate is roughly s*pl, producing a sending rate in
bytes per RTT of roughly 1.2 sqrt(s)/sqrt(pl). Thus, for TCP in an
environnment with a fixed byte drop rate, the sending rate should grow
roughly as sqrt(s), for packet drop rates up to 10% or so.

Each row of Table 5 bel ow shows a separate simulation with ten TCP
connections and a fixed byte drop rate of 0.0001, with each
sinulation using a different segnment size. For each sinulation, the
TCP sending rate and goodput are averaged over the ten flows. As one
woul d expect from the paragraph above, the TCP sending rate grows
somewhat |ess than linearly with an increase in packet size, up to a
packet size of 1460 bytes, corresponding to a packet drop rate of

13% After that, further increases in the packet size result in a
*decrease* in the TCP sending rate, as the TCP connection enters the
regi me of exponential backoff of the retransmit tinmer.

Segnent Packet TCP Rat es (Kbps)
Size (B) DropRate SendRat e Goodput
14 0. 005 6. 37 6.34
128 0. 016 30.78 30. 30
256 0. 028 46. 54 44, 96
512 0. 053 62.43 58. 37
1460 0.134 94. 15 80. 02
4000 0. 324 35. 20 21. 44
8000 0.531 15. 36 5.76

Table 5: TCP Medi an Send Rate vs. Packet Size |
Byte Drop Rate 0.0001

Tabl e 6 bel ow shows sinmilar results for a byte drop rate of 0.001

In this case, the TCP sending rate grows with increasing packet size
up to a packet size of 128 bytes, corresponding to a packet drop rate
of 16% After that, the TCP sending rate decreases and then

i ncreases again, as the TCP connection enters the regi ne of
exponential backoff of the retransnit tinmer. Note that with this
byte drop rate, with packet sizes of 4000 and 8000 bytes, the TCP
sending rate increases but the TCP goodput rate remains essentially
zero. This makes sense, as alnpbst all packets that are sent are

dr opped.
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Segnent Packet TCP Rat es (Kbps)
Size (B) DropRate SendRat e Goodput
14 0. 053 1.68 1.56
128 0. 159 7.66 6.13
256 0. 248 6.21 4,32
512 0. 402 1.84 1.11
1460 0.712 1.87 0. 47
4000 0. 870 3.20 0. 00
8000 0. 890 5.76 0. 00

Tabl e 6: TCP Medi an Send Rate vs. Packet Size |1
Byte Drop Rate 0.001

The TCP behavior in the presence of a fixed byte drop rate suggests
that instead of the goal of a TFRC-SP fl ow achi eving the sanme sending
rate in bytes per second as a TCP fl ow using 1500-byte packets, it
makes nore sense to consider an ideal goal of a TFRC SP fl ow

achi eving the same sending rate as a TCP flow with the opti nal packet
size, given that the packet size is at nost 1500 bytes. This does
not nmean that we need to change the TFRC- SP nechani sms for conputing
the allowed transmt rate; this means sinply that in evaluating the
fairness of TFRC-SP, we should consider fairness relative to the TCP
flow using the optinal packet size (though still at nobst 1500 bytes)
for that environment.

4.5.2. Fragnentation and the Path Mru

Thi s docunent doesn’t specify TFRC-SP behavior in terns of packet
fragmentation and Path MU Di scovery (PMIUD). That is, should the
transport protocol using TFRC-SP use PMIUD i nfornmati on to set an
upper bound on the segnent size? Should the transport protocol allow
packets to be fragnented in the network? W |eave these as questions
for the transport protocol. As an exanple, we note that DCCP
requires that endpoints keep track of the current PMIU, and says that
fragmentation should not be the default (Section 14 of [RFC4340]).

4.5.3. The Noninal Segnent Size and the Path MIuU

When TFRG-SP is used with a nom nal segnment size s of 1460 bytes on a
path where the TCP MSS is in fact only 536 bytes, the TFRC SP fl ow
could receive alnost three tinmes the bandwi dth, in bytes per second,
as that of a TCP fl ow using an MSS of 536 bytes. Simlarly, in an
environnment with an MSS close to 4000 bytes, a TCP flow coul d receive
al nost three tinmes the bandwi dth of a TFRC-SP flow with its nomina
segrment size s of 1460 bytes. |In both cases, we feel that these

| evel s of "unfairness” with factors of two or three are acceptabl e;
in particular, they won't result in one flow grabbing all of the
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avai | abl e bandwi dth, to the exclusion of the conpeting TCP or TFRC SP
fl ow

Al'l 1Pv4 *end hosts* are required to accept and reassenble | P packets
of size 576 bytes [RFC791], but IPv4 *links* do not necessarily have
to support this packet size. 1In slow networks, the |argest possible
packet may take a considerable anount of tinme to send [ RFC3819], and
a smaller MU may be desirable, e.g., hundreds of bytes. |If the
first-hop Iink had a small MIU, then TCP woul d choose an
appropriately small MSS [RFC879]. [RFCl1144] quotes cases of very |ow
link speeds where the MSS may be tens of bytes (and notes this is an
extrene case). W note that if TFRC-SP is used over a path with an
MIU consi derably snaller than 576 bytes, and the TFRC- SP flow uses a
nom nal segnent size s of 1460 bytes, then the TFRC-SP fl ow could
receive considerably nore than three tines the bandw dth of conpeting
TCP fl ows.

If TFRC-SP is used with a nominal segnent size s of |ess than 536
byt es (because the path MU is known to be | ess than 576 bytes), then
TFRC-SP is likely to be of minimal benefit to applications. |If
TFRC- SP was to be used on paths that have a path MIU of considerably
| ess than 576 bytes, and the transport protocol was not required to
keep track of the path MIU, this could result in the TFRGC SP fl ow
usi ng the default nom nal segnment size of 1460 bytes, and as a result
recei ving consi derably nore bandw dth than conpeting TCP flows. As a
result, TFRC-SP is not recommended for use with transport protocols
that don’t maintain sone know edge of the path Mru

4.6. The Loss Interval Length for Short Loss Intervals

For a TFRC-SP receiver, the guidelines from Section 6 of RFC 3448
govern when the receiver should send feedback nessages. In
particular, from[RFC3448], "a feedback packet should ... be sent
whenever a new | oss event is detected without waiting for the end of
an RTT". In addition, feedback packets are sent at |east once per
RTT.

For a TFRC-SP connection with a short current loss interval (Iless
than two round-trip tinmes), it is possible for the loss interva

I ength calculated for that loss interval to change in odd ways as
addi ti onal packet losses in that loss interval are detected. To
prevent unnecessary oscillations in the average |oss interval

Section 3 specifies that the current loss interval can be included in
the calculation of the average loss interval only if the current |oss
interval is longer than two round-trip tines.
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5.

A Conparison with RFC 3714

RFC 3714 considers the problens of fairness, potential congestion
col | apse, and poor user quality that could occur with the depl oynent
of non-congestion-controlled |IP tel ephony over congested best-effort
networks. The March 2004 docunent cites ongoing efforts in the | ETF,
i ncluding work on TFRC and DCCP. RFC 3714 reconmends that for best-
effort traffic with applications that have a fixed or m ni num sendi ng
rate, the application or transport protocol should nmonitor the packet
drop rate, and discontinue sending for a period if the steady-state
packet drop rate significantly exceeds the allowed threshold for that
m ni mum sendi ng rate.

In deternmining the all owed packet drop rate for a fixed sending rate,
RFC 3714 assunes that an | P tel ephony flow should be allowed to use
the sane sending rate in bytes per second as a 1500-byte packet TCP
fl ow experiencing the sane packet drop rate as that of the IP

tel ephony flow. As an exanple, following this guideline, a VolP
connection with a round-trip time of 0.1 sec and a m ni num sendi ng
rate of 64 Kbps would be required to termnminate or suspend when the
persi stent packet drop rate significantly exceeded 25%

One limtation of the lack of fine-grained control in the mnim
mechani sm described in RFC 3714 is that an I P tel ephony flow woul d
not adapt its sending rate in response to congestion. |n contrast,
with TFRC-SP, a snall-packet flow would reduce its sending rate
somewhat in response to noderate packet drop rates, possibly avoiding
a period with unnecessarily-heavy packet drop rates.

Because RFC 3714 assunes that the allowed packet drop rate for an IP
tel ephony flow is determined by the sending rate that a TCP fl ow
woul d use *with the sane packet drop rate*, the nininmal nechanismin
RFC 3714 woul d not provide fairness between TCP and | P tel ephony
traffic in an environnent where small packets are less likely to be
dropped than | arge packets. |In such an environnment, the small -
packet | P tel ephony flow would nake the optinistic assunption that a
| ar ge- packet TCP fl ow woul d receive the sane packet drop rate as the
| P tel ephony flow, and as a result the snmall-packet |IP tel ephony flow
woul d receive a larger fraction of the |link bandwi dth than a
conpeting | arge- packet TCP fl ow

TFRC-SP with Applications that Mdify the Packet Size

One possible use for TFRC-SP woul d be with applications that nmaintain
a fixed sending rate in packets per second, but nodify their packet
size in response to congestion. TFRC-SP nmonitors the connection’s
packet drop rate, and determines the allowed sending rate in bytes
per second. Gven an application with a fixed sending rate in
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packets per second, the TFRC-SP sender could determ ne the data
packet size that would be needed for the sending rate in bytes per
second not to exceed the allowed sending rate. In environnents where
the packet drop rate is affected by the packet size, decreasing the
packet size could also result in a decrease in the packet drop rate
experienced by the flow

There are many questi ons about how an adaptive application would use

TFRC- SP that are beyond the scope of this docunment. 1In particular
an application mght wish to avoid unnecessary reductions in the
packet size. |In this case, an application mght wait for some period

of tinme before reducing the packet size, to avoid an unnecessary
reduction in the packet size. The details of how | ong an application
m ght wait before reducing the packet size can be addressed in
docunents that are nore application-specific.

Simlarly, an application using TFRC-SP m ght only have a few packet
sizes that it is able to use. 1In this case, the application m ght
not reduce the packet size until the current packet drop rate has
significantly exceeded the packet drop rate threshold for the current
sending rate, to avoid unnecessary oscillations between two packet
sizes and two sending rates. Again, the details will have to be
addressed in docunents that are nore application-specific.

Because the all owed sending rate in TFRC-SP is in bytes per second
rather than in packets per second, there is little opportunity for
applications to mani pul ate the packet size in order to "game" the
system This differs fromTFRC in CCD 3 (Section 5.3 of [RFC4342]),
where the allowed sending rate is in packets per second. In
particular, a TFRC-SP application that sends snall packets for a
while, building up a fast sending rate, and then switches to large
packets, would not increase its overall sending rate by the change of
packet size

7. Sinmulations

This section describes the performance of TFRC-SP in sinulation
scenarios with configured packet or byte drop rates, and in scenarios
with a range of queue nmanagenent mechani sns at the congested |ink

The sinul ations, described in detail in Appendix B, explore
environnments where standard TFRC significantly limts the throughput
of snall-packet flows, and TFRC-SP gives the desired throughput. The
simul ati ons al so explore environnments where standard TFRC al | ows
smal | - packet flows to receive good perfornance, while TFRC-SP is
overly aggressive.
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8.

The general |essons fromthe sinmulations are as foll ows.

0 In scenarios where large and small packets receive sinilar packet
drop rates, TFRC-SP gives roughly the desired sending rate
(Appendi x B.1, B.2).

0 |In scenarios where each *byte* is equally likely to be dropped,
standard TFRC gi ves reasonabl e fairness between snall -packet TFRC
flows and | arge-packet TCP flows (Appendix B.2).

0 |In scenarios where small packets are less likely to be dropped
than | arge packets, TFRC-SP does not give reasonabl e fairness
bet ween smal | - packet TFRC-SP fl ows and | arge- packet TCP fl ows;
smal | - packet TFRC-SP fl ows can receive considerably nore bandw dth
than conpeting | arge-packet TCP flows, and in sonme cases |arge-
packet TCP flows can be essentially starved by conpeting small -
packet TFRC-SP fl ows (Appendix B.2, B.3, B.4).

0 Scenarios where snmall packets are less likely to be dropped than
| arge packets include those with Drop-Tail queues in bytes, and
with AQM nechani snms in byte node (Appendix B.3, B.4). It has also
been reported that wireless |inks are soneti mnes good enough to |et
smal | packets through, while |arger packets have a nuch hi gher
error rate, and hence a higher drop probability [SO05].

Ceneral Discussion

Dropping rates for small packets: The goal of TFRG-SP is for small -
packet TFRC-SP fl ows to have rough fairness with | arge-packet TCP
flows in the sending rate in bps, in a scenario where each packet
recei ves roughly the sane probability of being dropped. In a
scenari o where | arge packets are nore likely to be dropped than snall
packets, or where flows with a bursty sending rate are nore likely to
have packets dropped than are flows with a snoboth sending rate,
smal | - packet TFRC-SP fl ows can receive significantly nore bandw dth
than conpeting | arge-packet TCP fl ows.

The accuracy of the TCP response function used in TFRC. For
applications with a nmaxi mum sending rate of 96 Kbps or less (i.e.
packets of at nost 120 bytes), TFRC-SP only restricts the sending
rate when the packet drop rate is fairly high, e.g., greater than
10% [Derivation: A TFRC-SP flow with a 200 ns round-trip tine and a
maxi mum sending rate with packet headers of 128 Kbps woul d have a
sending rate in bytes per second equivalent to a TCP flow with 1460-
byte segments sending 2.2 packets per round-trip tine. From Table 1
of RFC 3714, this sending rate can be sustained with a packet drop
rate slightly greater than 10%] |In this high-packet-drop regine,
the performance of TFRC-SP is deternined in part by the accuracy of

Fl oyd & Kohl er Experi ment al [ Page 21]



RFC 4828 TFRC: The SP Vari ant April 2007

the TCP response function in representing the actual sending rate of
a TCP connecti on.

In the regi me of high packet drop rates, TCP performance is al so
affected by the TCP algorithm (e.g., SACK or not), the m ni num RTO
the use of Limted Transmit (or |ack thereof), the use of ECN, and
the like. It is good to ensure that sinulations or experinents
exploring fairness include the exploration of fairness with the nost
aggressive TCP nechani snms conformant with the current standards. CQur
simul ati ons use SACK TCP with Limted Transmit and with a m ni nrum RTO
of 200 ms. The simulation results are largely the sane with or

wi t hout tinestanps; tinmestanps were not used for sinulations reported
in this paper. W didn't use TCP with ECN in setting the target
sending rate for TFRC, because, as explained in Appendix B.1, our
expectation is that in high packet drop regines, routers will drop
rat her than mark packets, either frompolicy or frombuffer overfl ow

Fairness with different packet header sizes: In an environnent wth

| Pv6 and/or several |ayers of network-layer tunnels (e.g., |Psec,
Ceneric Routing Encapsul ation (GRE)), the packet header could be 60,
80, or 100 bytes instead of the default 40 bytes assuned in Section
3. For an application with small ten-byte data segnents, this means
that the actual packet size could be 70, 90, or 110 bytes, instead of
the 50 bytes assunmed by TFRC-SP in cal culating the all owed sendi ng
rate. Thus, a TFRC-SP application with | arge headers coul d receive
nmore than tw ce the bandw dth (including the bandwi dth used by
headers) than a TFRC-SP application with small headers. W do not
expect this to be a problem in particular, TFRC SP applications with
| arge headers will not significantly degrade the performance of
conpeting TCP applications, or of conpeting TFRC-SP applications with
smal | headers.

Ceneral issues for TFRC. The congestion control nechanisns in TFRC
and TFRC-SP Iimt a flow s sending rate in packets per second.

Si mul ati ons by Tom Phel an [ P04] explore how such a limtation in
sending rate can lead to unfairness for the TFRC flow in sone
scenarios, e.g., when conpeting with bursty TCP web traffic, in
scenarios with low levels of statistical nmultiplexing at the
congested |ink.

9. Security Considerations
There are no new security considerations introduced in this docunent.
The issues of the fairness of TFRC-SP with standard TFRC and TCP in a
range of environments, including those with byte-based queue

managenent at the congested routers, are discussed extensively in the
mai n body of this docunent.
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10.

Ceneral security considerations for TFRC are discussed in RFC 3448
As with TFRC in RFC 3448, TFRC-SP is not a transport protocol inits
own right, but a congestion control mechanismthat is intended to be
used in conjunction with a transport protocol. Therefore, security
primarily needs to be considered in the context of a specific
transport protocol and its authentication nechanisns. As discussed
for TFRC in RFC 3448, any transport protocol that uses TFRC- SP needs
to protect against spoofed feedback, and to protect the congestion
control mechani sms against incorrect information fromthe receiver
Agai n as discussed for TFRC in RFC 3448, we expect that protocols

i ncorporating ECN with TFRC-SP will want to use the ECN nonce

[ RFC3540] to protect the sender fromthe accidental or nalicious
conceal nent of marked packets

Security considerations for DCCP's Congestion Control 1D 3, TFRC
Congestion Control, the transport protocol that uses TFRC, are

di scussed in [RFC4342]. That docunent extensively discussed the
mechani sns the sender can use to verify the information sent by the
recei ver, including the use of the ECN nonce.

Concl usi ons

Thi s docunent has specified TFRC-SP, a Snall - Packet (SP) variant of
TFRC, designed for applications that send small packets, with at nost
a hundred packets per second, but that desire the sanme sending rate
in bps as a TCP connection experiencing the sane packet drop rate but
sendi ng packets of 1500 bytes. TFRC-SP conpetes reasonably well wth
| ar ge- packet TCP and TFRC flows in environments where | arge-packet
flows and snal | -packet flows experience simlar packet drop rates,
but receives nore than its share of the bandwidth in bps in
environnents where snall packets are less likely to be dropped or

mar ked than are | arge packets. As a result, TFRC-SP is experinental
and is not intended for wi despread deploynent at this tine in the

gl obal Internet.

In order to all ow experinentation with TFRC-SP in the Datagram
Congestion Control Protocol (DCCP), an experinental Congestion
Control IDentifier (CCOD) will be used, based on TFRC- SP but
specified in a separate docunent.
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Appendi x A, Related Wrk on Snall-Packet Variants of TFRC

O her proposals for variants of TFRC for applications with variable
packet sizes include [WBLO4] and [VOO]. [VOO] proposed that TFRC
shoul d be nodified so that flows are not penalized by sending snaller
packets. In particular, [VOO] proposes using the path MU in the
TCP-friendly equation, instead of the actual packet size used by
TFRC, and counting the packet drop rate by using an estinmation

al gorithm that aggregates both packet drops and received packets into
MIU-si zed units.

[WBLO4] al so argues that adapting TFRC for vari abl e packet sizes by
just using the packet size of a reference TCP flow in the TFRC
equation would not suffice in the high-packet-loss reginme; such a
nmodi fi ed TFRC woul d have a strong bias in favor of smaller packets,
because multiple |lost packets in a single round-trip tinme would be
aggregated into a single packet |oss. [WBL04] proposes nodifying the
| oss neasurenent process to account for the bias in favor of snaller
packets.

The TFRC-SP variant of TFRC proposed in our docunent differs from
[WBLO4] in restricting its attention to flows that send at nobst 100
packets per second. The TFRC-SP variant proposed in our docunent
also differs fromthe straw proposal discussed in [VWBL0O4] in that the
al | owed bandwi dth i ncludes the bandw dth used by packet headers.

[ WBLO4] discusses four nethods for nodifying the | oss measurenent
process, "unbiasing", "virtual packets", "random sanpling", and "Loss
Insensitive Period (LIP) scaling”. [WBL0O4] finds only the second and
third nethods sufficiently robust when the network drops packets

i ndependently of packet size. They find only the second nethod
sufficiently robust when the network is nore likely to drop |arge
packets than small packets. Qur nethod for calculating the |oss
event rate is somewhat sinilar to the random sanpling nethod proposed
in [WBLO4], except that random zation is not used; instead of

randoni zati on, the exact packet loss rate is conputed for short |oss
intervals, and the standard | oss event rate calculation is used for

I onger loss intervals. [WBL0O4] includes simulations with a Bernoull

| oss nodel, a Bernoulli loss nodel with a drop rate varying over
time, and a Glbert |loss nodel, as well as nore realistic sinulations
with a range of TCP and TFRC fl ows.

[ WBLO4] produces both a byte-node and a packet-node variant of the
TFRC transport protocol, for connections over paths with per-byte and
per - packet dropping respectively. W would argue that in the absence
of transport-1level nmechanisns for determ ning whether the packet
dropping in the network is per-packet, per-byte, or sonewhere in
between, a single TFRC inpl enentation is needed, independently of the
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packet - dr oppi ng behavi ors of the routers along the path. It would of
course be preferable to have a nechani smthat gives roughly
accept abl e behavior, to the connection and to the network as a whol e,
on paths with both per-byte and per-packet dropping (and on paths
with nultiple congested routers, some with per-byte dropping

mechani sns, some with per-packet dropping nechani sns, and sonme with
droppi ng nechani sns that |ie somewhere between per-byte and per-
packet).

An inportant contribution would be to investigate the range of
behavi ors actually present in today’s networks, in terns of packet
droppi ng as a function of packet size.

Appendi x B. Simulation Results

Thi s appendi x reports on the sinulation results outlined in
Section 7. TFRC-SP has been added to the NS sinmulator, and is
illustrated in the validation test "./test-all-friendly" in the
directory tcl/tests. The simulation scripts and graphs for the
sinulations in this docunent are avail able at [VO PSI M5] .

B.1. Sinulations with Configured Packet Drop Rates

In this section we describe sinulation results from sinulations
conmparing the throughput of standard (SACK) TCP flows, TCP flows with
ti mestanps and ECN, TFRC-SP flows, and standard TFRC (Stnd TFRC)
flows. In these sinulations we configure the router to randomy drop
or mark packets at a specified rate, independently of the packet

size. For each specified packet drop rate, we give a flow s average
sending rate in Kbps over the second half of a 100-second sinul ation
averaged over ten flows.
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Packet Send Rates (Kbps, 1460B seg)
Dr opRat e TCP ECN TCP TFRC
0. 001 2020. 85 1904. 61 982. 09
0. 005 811.10 792.11 878.08
0.01 515. 45 533.19 598. 90
0.02 362.93 382. 67 431. 41
0.04 250. 06 252. 64 284. 82
0.05 204. 48 218. 16 268. 51
0.1 143. 30 148. 41 146. 03
0.2 78. 65 93. 23* 55. 14
0.3 26. 26 59. 65* 32. 87
0.4 9. 87 47, 79* 25. 45
0.5 3.53 32.01* 18. 52

* ECN scenarios marked with an asterisk are not realistic,
as routers are not recommended to mark packets when packet
drop/ mark rates are 20% or hi gher.

Table 7: Send Rate vs. Packet Drop Rate |
1460B TFRC Segnent s
(1.184 Kbps Maxi mum TFRC Data Sendi ng Rate)

Tabl e 7 shows the sending rate for a TCP and a standard TFRC fl ow for
a range of configured packet drop rates, when both flows have 1460-
byte data segnents, in order to illustrate the relative fairness of
TCP and TFRC when both flows use the sane packet size. For exanple,
a packet drop rate of 0.1 neans that 10% of the TCP and TFRC packets
are dropped. The TFRC flow is configured to send at nost 100 packets
per second. There is good relative fairness until the packet drop
percentages reach 40 and 50% when the TFRC fl ow receives three to
five times nore bandwi dth than the standard TCP flow. W note that
an ECN TCP fl ow woul d receive a higher throughput than the TFRC fl ow
at these high packet drop rates, if ECN-marking was still being used
i nstead of packet dropping. However, we don’'t use the ECN TCP
sending rate in these hi gh-packet-drop scenarios as the target
sending rate for TFRC, as routers are advised to drop rather than
mar k packets during high | evels of congestion (Section 7 of
[RFC3168]). In addition, there is likely to be buffer overflow in
scenarios with such high packet dropping/marking rates, forcing
routers to drop packets instead of ECN marking them
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<- - - - - - Send Rates (Kbps) - - - - - >
Packet TCP ECN TCP TFRC-SP  Stnd TFRC
DropRate (1460B seg) (1460B seg) (14B seg) (14B seq)
0.001 1787. 54 1993. 03 17. 71 17.69
0. 005 785.11 823.75 18.11 17.69
0.01 533. 38 529.01 17.69 17. 80
0.02 317.16 399. 62 17. 69 13.41
0. 04 245, 42 260. 57 17. 69 8. 84
0. 05 216. 38 223.75 17.69 7.63
0.1 142. 75 138. 36 17.69 4.29
0.2 58. 61 91. 54* 17. 80 1.94
0.3 21.62 63. 96* 10. 26 1.00
0.4 10. 51 41. 74* 4.78 0.77
0.5 1.92 19. 03* 2.41 0.56

* ECN scenarios marked with an asterisk are not realistic,
as routers are not recommended to nmark packets when packet
drop/ mark rates are 20% or hi gher.

Tabl e 8: Send Rate vs. Packet Drop Rate ||
14B TFRC Segnent s
(5.6 Kbps Maxi mnum TFRC Data Sendi ng Rate)

Tabl e 8 shows the results of sinulations where each TFRC-SP fl ow has
a maxi num data sending rate of 5.6 Kbps, with 14-byte data packets
and a 32-byte packet header for DCCP and IP. Each TCP flow has a
recei ve wi ndow of 100 packets and a data packet size of 1460 bytes,
with a 40-byte packet header for TCP and IP. The TCP flow uses SACK
TCP with Limted Transnmit, but without tinestanps or ECN. Each flow
has a round-trip tinme of 240 nms in the absence of queuei ng del ay.

The TFRC sending rate in Table 8 is the sending rate for the 14-byte
data packet with the 32-byte packet header. Thus, only 30% of the
TFRC sending rate is for data, and with a packet drop rate of p, only
a fraction 1-p of that data nakes it to the receiver. Thus, the TFRC
data receive rate can be considerably Iess than the TFRC sending rate
in the table. Because TCP uses |arge packets, 97% of the TCP sending
rate is for data, and the sane fraction 1-p of that data nmakes it to
the receiver.

Table 8 shows that for the 5.6 Kbps data streamw th TFRC, Standard
TFRC (Stnd TFRC) gives a very poor sending rate in bps, relative to
the sending rate for the | arge-packet TCP connection. [|n contrast,
the sending rate for the TFRC-SP flowis relatively close to the
desired goal of fairness in bps with TCP
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Tabl e 8 shows that with TFRC-SP, the 5.6 Kbps data stream doesn’t
reduce its sending rate until packet drop rates are greater than 20%
as desired. Wth packet drop rates of 30-40% the sending rate for
the TFRC-SP flow is sonewhat | ess than that of the average | arge-
packet TCP flow, while for packet drop rates of 50%the sending rate
for the TFRC-SP flow i s sonewhat greater than that of the average

| arge- packet TCP flow.

<- - - - - - Send Rates (Kbps) - - - - - >

Packet TCP ECN TCP TFRC-SP  Stnd TFRC

DropRate (1460B seg) (1460B seg) (200B seg) (200B segq)
0. 001 1908. 98 1869. 24 183. 45 178. 35
0. 005 854. 69 835. 10 185. 06 138. 06
0.01 564. 10 531.10 185. 33 92. 43
0.02 365. 38 369. 10 185. 57 62.18
0.04 220. 80 257.81 185. 14 45. 43
0. 05 208. 97 219. 41 180. 08 39.44
0.1 141. 67 143. 88 127. 33 21.96
0.2 62. 66 91. 87* 54. 66 9.40
0.3 16. 63 65. 52* 24.50 4.73
0.4 6. 62 42. 00* 13. 47 3.35
0.5 1.01 21. 34* 10.51 2.92

* ECN scenarios marked with an asterisk are not realistic,
as routers are not reconmended to nark packets when packet
drop/ mark rates are 20% or hi gher

Tabl e 9: Sending Rate vs. Packet Drop Rate 111
200B TFRC Segnents
(160 Kbps Maxi mum TFRC Data Sendi ng Rate)

Table 9 shows results with configured packet drop rates when the TFRC
fl ow uses 200-byte data packets, with a maxi mum data sendi ng rate of
160 Kbps. As in Table 8, the performance of Standard TFRC is quite
poor, while the performance of TFRC-SP is essentially as desired for
packet drop rates up to 30% Again as expected, with packet drop
rates of 40-50%the TFRC-SP sending rate is somewhat higher than

desi red.

For these sinulations, the sending rate of a TCP connection using

tinmestanps is simlar to the sending rate shown for a standard TCP
connection without tinestanps.
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B.2. Sinulations with Configured Byte Drop Rates

In this section we explore sinulations where the router is configured
to drop or mark each *byte* at a specified rate. Wen a byte is
chosen to be dropped (or marked), the entire packet containing that
byte is dropped (or marked).

<- - - - - Send Rates (Kbps) - - - - - >

Byt e TCP TFRC- SP Stnd TFRC

Dr opRat e SegSi ze TCP ECN TCP (14B seg) (14B seQ)
0. 00001 1460 423. 02 431. 26 17.69 17.69
0. 0001 1460 117. 41 114. 34 17. 69 17. 69
0. 001 128 10. 78 11.50 17. 69 8. 37
0. 005 14 1.75 2.89 18. 39 1.91
0. 010 1460 0.31 0. 26 7.07 0.84
0. 020 1460 0.29 0. 26 1.61 0.43
0. 040 1460 0.12 0. 26* 0.17 0.12
0. 050 1460 0.15 0. 26* 0.08 0. 06

* ECN scenarios marked with an asterisk are not realistic,
as routers are not recomrended to mark packets when packet
drop/ mark rates are 20% or hi gher.

TFRC s nmaxi num data sending rate is 5.6 Kbps.
Tabl e 10: Sending Rate vs. Byte Drop Rate

Tabl e 10 shows the TCP and TFRC send rates for various byte drop
rates. For each byte drop rate, Table 10 shows the TCP sending rate,
with and without ECN, for the TCP segnent size that gives the highest
TCP sending rate. Sinulations were run with TCP segnents of 14, 128,
256, 512, and 1460 bytes. Thus, for a byte drop rate of 0.00001, the
tabl e shows the TCP sending rate with 1460-byte data segnents, but
with a byte drop rate of 0.001, the table shows the TCP sending rate
with 128-byte data segnents. For each byte drop rate, Table 10 al so
shows the TFRC-SP and Standard TFRC sending rates. Wth configured
byte drop rates, TFRC-SP gives an unfair advantage to the TFRC SP
flow, while Standard TFRC gives essentially the desired performance.
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TCP Pkt TFRC Pkt
Byt e Dr opRat e Dr opRat e TCP/ TFRC
DropRate (1460B seg) (14B seg) Pkt Drop Ratio
0. 00001 0. 015 0. 0006 26. 59
0. 0001 0.13 0. 0056 24,94
0. 001 0.77 0. 054 14. 26
0. 005 0.99 0.24 4,08
0.01 1.00 0. 43 2.32
0. 05 1.00 0.94 1.05

Tabl e 11: Packet Drop Rate Ratio vs. Byte Drop Rate

Tabl e 11 converts the byte drop rate p to packet drop rates for the
TCP and TFRC packets, where the packet drop rate for an N byte packet
is 1-(1-p)"N. Thus, a byte drop rate of 0.001, with each byte being
dropped with probability 0.001, converts to a packet drop rate of
0.77, or 77% for the 1500-byte TCP packets, and a packet drop rate
of 0.054, or 5.4% for the 56-byte TFRC packets.

The right columm of Table 11 shows the ratio between the TCP packet
drop rate and the TFRC packet drop rate. For |ow byte drop rates,
this ratio is close to 26.8, the ratio between the TCP and TFRC
packet sizes. For high byte drop rates, where even nost snmall TFRC
packets are likely to be dropped, this drop rati o approaches 1. As
Tabl e 10 shows, with byte drop rates, the Standard TFRC sending rate
is close to optimal, conpeting fairly with a TCP connection using the
opti mal packet size within the allowed range. |In contrast, the
TFRC- SP connection gets nore than its share of the bandw dth, though
it does reduce its sending rate for a byte drop rate of 0.01 or nore
(corresponding to a TFRC-SP *packet* drop rate of 0.43

Tabl e 10 essentially shows three separate regions. In the | ow
congestion region, with byte drop rates |ess than 0.0001, the TFRC SP
connection is sending at its maxi numsending rate. In this region

the optimal TCP connection is the one with 1460-byte segnents, and
the TCP sending rate goes as 1/sqrt(p), for packet drop rate p. This
| ow congestion region holds for packet drop rates up to 10-15%

In the mddle region of Table 10, with byte drop rates from0.0001 to
0.005, the optimal TCP segnment size is a function of the byte drop
rate. In particular, the optiml TCP segnent size seens to be the
one that keeps the packet drop rate at nost 15% keeping the TCP
connection in the regine controlled by a 1/sqgrt(p) sending rate, for
packet drop rate p. For a TCP packet size of S bytes (including
headers), and a *byte* drop rate of B, the packet drop rate is
roughly B*S. For a given byte drop rate in this regine, if the
optinal TCP perfornmance occurs with a packet size chosen to give a
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packet drop rate of at nobst 15% keeping the TCP connection out of
the regi ne of exponential backoffs of the retransnit tiner, then this
requires B*S = 0.15, or S = 0.15/B.

In the high-congestion reginme of Table 10, with high congestion and
with byte drop rates of 0.01 and higher, the TCP perfornmance is

dom nated by the exponential backoff of the retransmt tinmer

regardl ess of the segment size. Even a 40-byte packet with a zero-
byte data segnent woul d have a packet drop rate of at least 33% In
this reginme, the optimal TCP *sending* rate comes with a large

1460- byt e data segnent, but the TCP sending rate is low with any
segnment size, considerably | ess than one packet per round-trip tine.

W note that in this regine, while a |arger packet gives a higher TCP
*sendi ng* rate, a snaller packet gives a better *goodput* rate.

In general, Tables 8 and 9 show good performance for TFRC-SP in
environnents with stabl e packet drop rates, where the decision to
drop a packet is independent of the packet size. However, in sone
envi ronnents the packet size might affect the likelihood that a
packet is dropped. For exanple, with heavy congestion and a Drop
Tail queue with a fixed nunber of bytes rather than a fixed nunber of
packet - si zed buffers, small packets nmight be nore likely than |arge
packets to find roomat the end of an alnost-full queue. As a
further conplication, in a scenario with Active Queue Managenent, the
AQM nmechani sm coul d either be in packet nobde, dropping each packet

wi th equal probability, or in byte node, dropping each byte with
equal probability. Sections B.3 and B.4 show sinulations with
packets dropped at Drop-Tail or AQM queues, rather that froma
probabilistic process.

B.3. Packet Dropping Behavior at Routers with Drop-Tail Queues

One of the problens with conparing the throughput of two flows using
di fferent packet sizes is that the packet size itself can influence
t he packet drop rate [V0OO, WBLO4].

The default TFRC was designed for rough fairness with TCP, for TFRC
and TCP flows with the sane packet size and experiencing the same
packet drop rate. Wen the issue of fairness between flows with

di fferent packets sizes is addressed, it matters whether the packet
drop rates experienced by the flows is related to the packet size.
That is, are snall packets just as likely to be dropped as | arge TCP
packets, or are the smaller packets less likely to be dropped
[WBLO4]? And what is the relationship between the packet-dropping
behavi or of the path, and the | oss event neasurenents of TFRC?
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<- - - - - 8Send Rates in Kbps - - - - >

Web TCP (1460B segq) TFRC- SP (200B segq)
Sessi ons DropRate SendRate DropRate SendRate
10 0.04 316. 18 0.05 183. 05
25 0. 07 227. 47 0. 07 181. 23
50 0.08 181. 10 0.08 178. 32
100 0.14 85. 97 0.12 151. 42
200 0. 17 61. 20 0.14 73.88
400 0.20 27.79 0.18 36. 81
800 0.29 3.50 0. 27 16. 33
1600 0. 37 0. 63 0. 33 6. 29

Table 12: Drop and Send Rates for Drop-Tail Queues in Packets

Tabl e 12 shows the results of the second half of 100-second
simulations, with five TCP connections and five TFRC- SP connecti ons
conpeting with web traffic in a topology with a 3 Mps shared |ink
The TFRC-SP application generates 200-byte data packets every 10 ns,
for a maxi mum data rate of 160 Kbps. The five long-lived TCP
connections use a data packet size of 1460 bytes, and the web traffic
uses a data packet size of 512 bytes. The five TCP connections have
round-trip times from40 to 240 ns, and the five TFRC connecti ons
have the sane set of round-trip times. The SACK TCP connections in
these sinulations use the default parameters in the NS sinulator
with Limited Transnit, and a m ni num RTO of 200 ns. Adding

ti mestanps to the TCP connection didn't change the results
appreciably. The sinulations include reverse-path traffic, to add
some snmall control packets to the forward path, and sone queuei ng
delay to the reverse path. The nunber of web sessions is varied to
create different |evels of congestion. The Drop-Tail queue is in
units of packets, which each packet arriving to the queue requires a
single buffer, regardl ess of the packet size.

Tabl e 12 shows the average TCP and TFRC sending rates, each averaged
over the five flows. As expected, the TFRC-SP flows see sinilar
packet drop rates as the TCP flows, though the TFRC-SP fl ows receives
hi gher throughput than the TCP flows w th packet drop rates of 25% or
hi gher.
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<- - - - - 8Send Rates in Kbps - - - - >

Web TCP (1460B segq) TFRC- SP (200B segq)
Sessi ons DropRate SendRate DropRate SendRate
10 0. 061 239.81 0. 004 185. 19
25 0. 089 189. 02 0. 006 184. 95
50 0.141 99. 46 0.013 185. 07
100 0. 196 16. 42 0. 022 183. 77
200 0. 256 4.46 0. 032 181.98
400 0.291 4.61 0. 051 151. 88
800 0. 487 1.01 0.078 113.10
1600 0. 648 0. 67 0.121 65. 17

Tabl e 13: Drop and Send Rates for Drop-Tail Queues in Bytes |
1460B TCP Segnents

However, the fairness results can change significantly if the Drop-
Tail queue at the congested output link is in units of bytes rather
than packets. For a queue in packets, the queue has a fixed nunber
of buffers, and each buffer can hold exactly one packet, regardless
of its size in bytes. For a queue in bytes, the queue has a fixed
nunber of *bytes*, and an al nbst-full queue might have roomfor a
smal | packet but not for a large one. Thus, for a sinulation with a
Drop-Tail queue in bytes, |large packets are nore likely to be dropped
than are small ones. The NS sinulator doesn’t yet have a nore
realistic internediate nodel, where the queue has a fixed nunber of
buffers, each buffer has a fixed nunmber of bytes, and each packet
woul d require one or nore free buffers. In this nodel, a snmal

packet would use one buffer, while a | arger packet would require
several buffers.

The scenarios in Table 13 are identical to those in Table 12, except
that the Drop-Tail queue is in units of bytes instead of packets.
Thus, five TCP connections and five TFRC SP connections conpete wth
web traffic in a topology with a 3 Mips shared |link, with each TFRC
SP application generating 200-byte data packets every 10 ns, for a
maxi mum data rate of 160 Kbps. The nunber of web sessions is varied
to create different |levels of congestion. However, instead of Drop-
Tail queues able to acconmmpdate at nost a hundred packets, the
routers’ Drop-Tail queues are each able to accommpdate at nost 50, 000
bytes (conputed in NS as a hundred packets tines the nean packet size
of 500 bytes).

As Table 13 shows, with a Drop-Tail queue in bytes, the TFRC-SP fl ow
sees a nmuch smaller packet drop rate than the TCP flow, and as a

consequence receives a much larger sending rate. For the sinmnulations
in Table 13, the TFRC-SP fl ows use 200-byte data segnents, while the
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long-lived TCP fl ows use 1460-byte data segnents. For exanple, when
the five TCP flows and five TFRC-SP fl ows share the link with 800 web
sessions, the five TCP flows see an average drop rate of 49%in the
second half of the simulation, while the five TFRC-SP fl ows receive
an average drop rate of 8% and as a consequence receive nore than
100 tines the throughput of the TCP flows. This raises serious
questi ons about making the assunption that flows with small packets
see the sane packet drop rate as flows with |arger packets. Further
work will have to include an investigation into the range of
realistic Internet scenarios, in terns of whether |arge packets are
considerably nore likely to be dropped than are small ones.

<- - - - - 8Send Rates in Kbps - - - - >

Web TCP (512B segQ) TFRC- SP (200B segq)

Sessi ons DropRate SendRate DropRate SendRate
10 0.02 335.05 0. 00 185. 16
25 0.02 289.94 0. 00 185. 36
50 0.04 139. 99 0.01 184. 98
100 0. 06 53.50 0.01 184. 66
200 0.10 16. 14 0. 04 167. 87
400 0.16 6. 36 0. 07 114. 85
800 0.24 0.90 0.11 67.23
1600 0. 42 0.35 0.18 39. 32

Tabl e 14: Drop and Send Rates for Drop-Tail Queues in Bytes I
512B TCP Segnent s

Tabl e 14 shows that, in these scenarios, the long-